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Abstract 

Low-level feature extraction (camera motion) 

Ground truth annotation 
Manual camera motion annotation has been performed by three groups using a tool provided by Joanneum Research. Some types 
of content made it difficult or impossible for human annotators to describe the camera motion. The comparison of annotations of 
the same content done by two groups shows significant differences for some features. We discuss the questions that arise from 
the results of the manual annotation. 

Submitted runs 
Our approach is based on feature tracking, clustering the feature trajectories and selecting the cluster representing dominant 
motion. The parameters for the decision about the presence of certain types of camera motion from the estimated motion 
parameter sequence differ between the runs. 

JRS1: same parameters for pan and tilt, stricter parameters for zoom 

JRS2: slightly reduced parameters for tilt, reduced parameters for pan and zoom  

Modification of pan and tilt parameters increased recall by slight loss of precision, the tradeoff between precision and recall was 
higher for zoom. The decision about the presence of a certain type of camera motion from the estimated motion parameter 
sequence is most critical point. Cross-evaluation between parameters trained on the development or test data set on the respective 
other set should be done. 

1 Common Annotation of Camera Motion Ground Truth 

1.1 Introduction 
The TRECVID common feature annotation task does not include the annotation of camera motion ground truth. As the camera 
motion detection task is new in TRECVID 2005, also no ground truth data from previous years has been available. However, for 
testing camera motion detection algorithms and tuning of parameters, the availability of ground truth is necessary. 

Joanneum Research has thus organized the common annotation of camera motion ground truth among the participants of the low-
level feature extraction task. The ground truth annotation has been based on the TRECVID master shot boundary reference 
provided by Fraunhofer HHI [9]. We have provided a tool for manual annotation of camera motion (described in detail in Section 
1.2), which produces MPEG-7 output in the same format as the master shot reference plus the camera motion annotation. The 
annotation has been done on a shot basis, labeling a shot as containing one or more of the motion types pan, tilt and zoom or 
labeling a shot as undefined, if it was not easily possible for the human annotator to describe the camera motion of the shot. 

The annotation has been performed on a part of the TRECVID 2005 development data set. The following three groups have 
participated in the common annotation of camera motion ground truth: KDDI R&D Laboratories, University of Marburg (Dept. 
of Mathematics and Computer Science) and Joanneum Research (Institute of Information Systems and Information 
Management). 



 

Figure 1: Screenshot of the tool for manual annotation of camera motion. 

1.2 Tool for Manual Annotation of Camera Motion 
Joanneum Research has provided a tool for the efficient manual annotation of camera motion. The tool allows a user to annotate 
the camera motion using the keyboard while the video is playing, i.e. annotation can be done in about real-time. It is based on 
components of the Joanneum Research Multimedia Mining Toolbox [7] and runs on the Win32 platform. It is implemented in 
C++, using Qt for the graphical user interface. 

Figure 1 shows a screenshot of the annotation tool. Above the player, an overview timeline visualizes the duration of the whole 
video and highlights the time range that is displayed in the controls at the bottom. The component below the player and its 
controls is a visualization of the shot boundaries that are read from the input file. The camera motion view shows the camera 
motion annotation that have been read from the input file or manually annotated. Each camera motion annotation of a shot will 
appear on a new line, with the color indicating the type of motion. All visualizations are synchronized with the video player. The 
timeline, shot boundary and camera motion visualizations can also be used to navigate through the video. 

The numeric block of the keyboard is used to perform the annotations. Those keys of the numeric block that can also be used as 
cursor keys are used for the annotation of pan left/right and tilt up/down. The central key (5) is used to annotate zoom in, the 
remaining outer keys are used to annotate zoom out. Additionally, the label defined/undefined can be toggled. Setting a shot to 
undefined removes all other camera motion annotation. According to the definition of the TRECVID task, camera motion will 
always be annotated on a whole shot. The camera motion view can also be used to edit annotation at a later time by deleting 
previous annotations or inserting new ones. 

The tool uses the MPEG-7 files of the TRECVID master shot reference as input. The native MPEG-7 format of the annotation 
tool is the Detailed Audiovisual Profile [4], which is slightly different than the TRECVID MPEG-7 format, so that a XSL 
transform is performed before reading the input and after saving the output. The annotated camera motion is described using the 
MPEG-7 camera motion descriptor (cf. MPEG-7 part 3 [4]) with MixtureCameraMotionSegment elements. The camera motion 
descriptors are attached to the shots of the MPEG-7 master shot reference file. 

The annotation tool is available at ftp://iis.joanneum.at/trecvid. 



1.3 Results 
During the common annotation, 40 videos of the TRECVID 2005 development data set (27.5 hours of video containing in total 
11,918 shots) have been annotated. The annotators labeled 4,929 of the shots (41.4%) as containing camera motion. Of these 
shots containing camera motion, 927 (18.8%) were labeled to contain undefined motion. The shots labeled undefined are 
unevenly distributed across the data set, with the percentages of undefined shots in a video ranging from 0% to 29%. 

The 4,002 shots with camera motion that could be recognized and described by the annotators, contained in total 4,436 pans, 
1,492 tilts and 3,930 zooms. It is an interesting fact that each of the shots with defined camera motion has been found to contain 
on average 2.46 different camera motions. This means that if there is camera motion in a shot, mostly two or all three types of 
camera motion are present. 

The results of the common annotation are available at ftp://iis.joanneum.at/trecvid. 

1.4 Discussion 
The common annotation of camera motion has not only resulted in the availability of ground truth, but has also provided insights 
in the properties of this video feature and the way it is perceived by humans. 

1.4.1 Problems experienced by annotators 
There were a number of cases in which it turned out to be difficult or impossible for the human annotator to describe the type of 
camera motion in a video. These shots have been labeled to contain undefined motion. The most common problems experienced 
by the annotators were the following: 

Small amount of motion or short duration of motion. In some cases it has been difficult to draw the line between instabilities 
of the camera and real camera motion. Special cases of this problem are hand-held camera sequences and sequences shot with a 
camera mounted on a moving vehicle. In both cases there can be intended camera motion, which is often difficult to separate 
from the instabilities that are always present. 

Computer generated sequences, animations. It is often not clear to decide whether there is a simulated camera motion or 
objects are moving around in front of a static camera. This issue has been also raised by Alan Pan and discussed on the mailing 
list [2]. 

Editing effects such as split screen, overlaid images or at transitions. In these cases there are often several regions present, 
and each of them may have a different camera motion. A correct annotation of camera motion would thus require the 
decomposition of the scene into regions and the annotation of the camera motion of each of those.  

Sequences with very short shots, time-lapse sequences. In sequences with a high cut frequency, it may not possible for a 
human to determine the camera motion of each of the short shots when the video is viewed in real-time. The same is true for 
some time-lapse sequences. 

Combinations of camera motion. As can be seen from the results of the manual annotation reported in Section 1.3, very often 
several types of camera motion are present in the same shot, sometimes simultaneously. During the annotation it has turned out 
that it may be difficult for the human annotator to recognize multiple camera motions correctly, especially if they differ in 
strength. For example, the annotator may not recognize a slight pan, if it occurs during a strong zoom. 

From these problems the following questions arise, which should be considered for the definition of camera motion feature and 
the annotation guidelines in future: 

• What is the minimum extent (duration and/or strength) of perceivable camera motion? When is a motion occurrence 
sufficiently distinct to be included in a retrieval result? 

• What is the temporal granularity of the camera motion annotation? The results have shown that several camera motions 
occur in the same shot. Some of those are in fact simultaneous, but many of them are consecutive. Of course, the 
annotation of camera motion on a smaller granularity than a shot raises questions about the definition of the boundaries 
of a camera motion occurrence. 

• What is the spatial granularity of the camera motion annotation? In cases of transition effects or split screen it would be 
necessary to annotate several camera motions, which of course enormously increases the annotation work. 



1.4.2 Subjectivity of ground truth annotation 
The annotation of ground truth by humans also raises the question of how subjective these annotations are. We have performed a 
small experiment by assigning one of the videos1 to two groups for annotation. Then we have evaluated the two manual 
annotations against one another. 

Table 1 shows the results of the evaluation. It can be noted that one group has annotated much more pans and tilts than the other 
one, while the number of zooms is about the same. The correlation between the annotations depends on the type of camera 
motion. While the annotations for zoom are most similar, only one third of the tilt annotations match. The most surprising result 
concerns the shots that were labeled to contain undefined motion. Not only is the number of unreliable shots very different, but 
there is no overlap between the sets of undefined shots in each of the annotations. 

It has to be noted, that the policy for annotating these files was slightly different than that used by NIST for creating the ground 
truth [10]. While the intention of NIST has been to select only a subset of shots which do unambiguously contain camera motion 
or not, the goal for the ground truth annotation was to annotate everything that could be annotated. Although the annotators could 
make use of the undefined label, they did this to a very different extent.  

It would be very interesting to repeat this experiment on a larger scale, i.e. using a larger set of video which are annotated in 
parallel by several annotators. Also the question arises if the same observations about subjectivity have been made with the 
annotation of high level features, which were also double annotated in TRECVID 2005. If the level of subjectivity is found to be 
different in these cases, it should be investigated if this is due to the different nature of the features or due to differences in the 
clarity of the definitions of the annotation tasks. 

2 Low-level Feature Extraction Task (Camera Motion) 
This section describes the approach of our camera motion detection algorithm and presents and discusses the results of the 
evaluation of the official runs. 

2.1 Introduction 
The detection of camera motion in an image sequence involves two basic problems. The first is the relation between the dominant 
motion in the sequence and the camera motion. It is possible to estimate the dominant motion to which the whole image is subject 
to. However, this is often but not necessarily the camera motion. For example, if a large object moves in front of the camera, the 
dominant motion will be estimated as the motion of this object, even if the camera is static. The second problem is that the 
motion of the camera during creation of the image sequence cannot be fully reconstructed, as it is not possible to discriminate 
between different types of camera motion that cause the same visual effect, for example, it is often not possible to distinguish 
between pan left and track left. If the target that has been shot is distant and the amount of motion is small, the translation of the 
camera cannot be distinguished from a rotation around its vertical axis. 

Many approaches to camera motion estimation ignore the fact that camera motion can only be determined reliably over a larger 
time range and accept the most dominant motion between a frame pair as the camera motion. The alternative is to estimate a 
number of dominant motions and then decide over a longer time range. The selection of a dominant motion is based on the 
assumption that the camera motion is the most dominant one (e.g. the one with the largest region of support), and that it is 
consistent and smooth over the time range. 

Our own previous work was based on this approach. We tracked points between frames of pairs and then clustered them by 
motion similarity. Then we would decide for a time window, which cluster represents the dominant motion. However, it turned 
out that the clusters were not stable over time and thus the one representing the camera motion could not be determined reliably. 

 

Pan Tilt 
True + False + False - Prec. Rec. True + False + False - Prec. Rec. 

52 0 27 1.00 0.66 15 1 29 0.94 0.34 
Zoom undefined 

True + False + False - Prec. Rec. True + False + False - Prec. Rec. 
45 5 3 0.90 0.94 0 2 12 0.00 0.00 

Table 1: Evaluation of two manual camera motion annotations of the same video against one another. 
 
 

                                                 
1 Video 160 of the development set (20041103_120000_NTDTV_NTDNEWS12_CHN.mpg). 



The estimated camera motion can be described using a motion model with sufficient complexity. However, the description is 
more intuitive if the motion is described with common terms for camera operations, such as pan left/right, tilt up/down, zoom 
in/out and the amount of motion, even if not all of them can be determined analytically from the image sequence. This kind of 
annotation is especially useful for retrieval applications, where it can be used by the user to define the query. The problem is that 
at this stage the mapping from a sequence of motion parameters to a high level description of camera motion has to be done. This 
requires decisions about the minimum length and strength of a motion event to be perceived as a camera motion by a human 
viewer. The perception may depend on the content, for example human viewers will perceive a certain amount of motion 
differently whether it is the only motion or occurs in combination with a stronger motion, and viewers will accept different levels 
of camera instability depending on the environment. 

In the TRECVID task the camera motion is annotated on shot granularity, so that in this case it is not necessary to identify 
segments containing a certain camera motion. 

2.2 Approach 

2.2.1 Overview 
Our approach is based on feature tracking. The reason is that feature tracking is a compromise between spatially detailed motion 
description and performance. It still allows estimating the exact motion of objects and background separately, but is less 
expensive than estimating a dense motion vector field. The result of the tracking step is a set of feature trajectories. All 
trajectories existing throughout a time window (we use about 1/3 to 1/2 second) are clustered by similarity in terms of a motion 
model. In the current implementation, a four parameter model including horizontal and vertical translation, scaling and rotation is 
used. Clusters of trajectories from previous time windows are used to initialize clustering in the next one. From the resulting 
clusters, the dominant one in terms of temporal and spatial extent is selected as the cluster representing the camera motion. In the 
final step, a description of the camera motion is extracted from the motion parameter sequence associated with the dominant 
cluster. Figure 2 shows a diagram of the algorithm and the following sections explain the steps in more detail. 

2.2.2 Feature tracking 
Feature tracking is done on the input image sequence using the Lucas-Kanade tracker. The implementation we are using is an 
extension of that described in [1], which is included in OpenCV [8]. Our extensions concern the addition of new points for 
appearing objects or background, and the removal of points which cannot be tracked reliably any longer. The result of the 
tracking step for a time window is a set of point trajectories. 

2.2.3 Clustering of trajectories 
The clustering of the trajectories resulting from the tracking step is the key step of the algorithm. The reason for clustering 
trajectories instead of motion parameters in single frames is to achieve a more stable cluster structure over time. There are three 
main difficulties in clustering feature trajectories: 

Temporal extent of trajectories. Not all trajectories may exist throughout the whole time window used for clustering. 
Trajectories may end when points exit the scene, cannot be reliably tracked any more or are occluded. New trajectories start when 
new reliable points are detected. 

Unknown number of clusters. As the number of moving objects in the scene is not known, the number of clusters is also 
unknown. The number of resulting clusters of the previous time window serves as a hint, but object may appear or disappear. 

Clustering by hidden feature. The feature trajectories just contain the x- and y-displacement of the moving objects. If clustering 
is performed using a more complex model than a simple translatory one, the feature used for clustering is hidden. A function 
must be defined which expresses how well a trajectory matches a set of motion parameters. 

To deal with these issues, the clustering problem is separated into the following steps: 

• Estimate a motion parameter sequence for a set of trajectories. 

• Assign the trajectories to the motion parameter sequence. 

• Cluster motion parameter sequences. 

After initialization, these steps are performed iteratively until the cluster structure stabilizes. 



 

Figure 2: Diagram of the camera motion detection algorithm. 
 

2.2.3.1 Initialization 
The clustering step for a time window is initialized from the results of the previous one. The resulting motion parameter 
sequences are kept and those trajectories, that still exist, are assigned to parameter sets according to the previous assignment. All 
unassigned trajectories (i.e. those newly appearing in this time window) will be used to create additional sequences of motion 
parameters. Initial sets of unassigned trajectories are formed by grouping between 3 and 5 spatially adjacent trajectories, as it is 
likely that they belong to the same moving object. Motion parameter sequences are estimated for the trajectory sets as described 
in Section 2.2.3.2. and those with a low total matching error are selected as initial trajectory sets.  

2.2.3.2 Estimation of motion parameters 
The estimation of the sequence of motion parameters for a set of trajectories is formulated as an optimization problem. The 
function to be minimized is an error function containing the matching error between the measured trajectory and the prediction of 
the trajectory and a smoothness constraint on the motion parameter sequence. The matching error is calculated as the sum of the 
Euclidian distances between the measured point positions and those predicted using the current motion parameter sequence 
estimates over the frames of the time window. In the current implementation, a four parameter motion model with x and y 
translation, scaling and rotation is used. The smoothness constraint uses a penalty function for differences between subsequent 
motion parameter tuples (currently the difference of curvature is used), weighted to tolerate small deviations. This models that 
fact that in natural scenes neither camera nor object motion change abruptly but always gradually. 

To solve the optimization problem, Newton's method with simple dogleg (using the implementation of [5]) is used. It has been 
found to perform better than other tested algorithms (e.g. BFGS in the implementation of [11]) on synthetic data, and at least as 
good as others on noisy data. The solution of the optimization problem is a motion parameter sequence that approximates the set 
of trajectories. 

2.2.3.3 Assignment of trajectories to motion parameter sequences 
After motion parameter sequences have been (re-)estimated, the trajectories are assigned based on the error between the 
measured trajectory and the predicted trajectory by using the estimated motion parameter sequence. The error for one trajectory is 
calculated using the matching error function described in 2.2.3.2. Each trajectory is assigned to the best matching motion 
parameter sequence in terms of this error function. 



2.2.3.4 Clustering of motion parameter sequences 
Clustering is performed on the motion parameter sequences, which has two main advantages over directly clustering trajectories: 
The cluster criterion is now a visible feature, i.e. the motion parameters itself, and the number of data items to be clustered is 
significantly less than the number of trajectories. Hierarchical clustering using the single linkage algorithm [3] is performed on 
the motion parameter sequences. As the goal in this application is the detection of the candidate clusters for dominant motion, the 
cutoff value for the clustering step has been selected so that usually a small number of clusters is returned, even if this might 
merge smaller moving objects into a similarly moving larger object or the background. 

A distance function between motion parameter sequences has been used, which penalizes differences in scale and rotation higher 
than differences in translation. The distance values of the most similar clusters are also used as the terminating condition for the 
trajectory clustering step. 

2.2.4 Dominant cluster selection 
From the clusters resulting from the clustering step, the one representing the dominant motion of the sequence is selected. As 
only the cluster data has to be kept, this decision can be done over a long time range (up to several seconds). The dominant 
cluster is selected based on two criteria: the size of the cluster (i.e. the average fraction of points which is member of this cluster 
in every frame of the time range being evaluated) and the temporal stability of the cluster (i.e. the time for which it exists). As a 
result one cluster or a set of temporally only slightly overlapping clusters is selected. The dominant motion is described by the 
motion parameter sequences associated with these clusters. 

2.2.5 Camera motion detection 
The camera motion detection step analyzes the motion parameter sequence which has been found to represent the dominant 
motion and detects the presence of pan, zoom and tilt. The detection is done in a time window, for which the accumulated x- and 
y translation and the multiplied scale factor are calculated. In order to be robust against short time motion, the input is median 
filtered. The parameters of this step are the time window in which analysis is performed, the size of the median kernel, and the 
minimum thresholds for accumulated translation and multiplied scale factor. 

2.3 Results 
We have submitted two runs with different parameters for the camera motion detection step. All other settings were the same for 
both runs: the maximum number of points to be tracked was 300, the time window for trajectory clustering has been set to 10 
frames, and subsequent windows have been overlapping by 3 frames. 

For the camera motion detection step, the size of time window for motion analysis has been set to 25 frames, and a median kernel 
of 10 frames has been used. The thresholds for the accumulated translation and multiplied scale factors are shown in Table 2. The 
values for theses thresholds have been determined empirically from tests on the part of the development data set, for which 
ground truth annotation has been created. 

Table 3 shows the evaluation results for the two submitted runs. 

2.4 Discussion 
The results are quite different for the different features. The pan threshold has been reduced between the two runs, resulting in 
11% gain of recall with just a slight loss of precision. The decision not to reduce the threshold any further was due to the growing 
number of false positives on the development data. Further experiments on the test data should be done to determine the 
parameter that optimizes the tradeoff between precision and recall. 

The threshold for tilt was higher than that for pan, as we have observed that the manual annotation of tilts on the development 
data has been more selective than that of pans. The results show—similar to the pan results—a minimal loss of precision for a 
much larger gain of recall, so that we should experiment with a further reduction of the tilt threshold. The zoom results show that 
the recall rates are the two best, with a rather low precision rate. The gain in precision between the two runs is about twice as 
much as the loss in recall.  

 

 Pan Tilt Zoom 

Run 1 0.064 0.064 0.017 

Run 2 0.055 0.058 0.020 

Table 2: Thresholds for accumulated translation values and multiplied scale factors. 
The unit of the translation values is the fraction of the image width/height. 

 



 Pan Tilt Zoom Mean 

 Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. 

Run 1 0.927 0.606 0.831 0.657 0.610 0.947 0.789 0.737 

Run 2 0.919 0.676 0.828 0.686 0.640 0.933 0.796 0.765 

Table 3: Results of the submitted runs. 
 
It has not yet been analyzed how the results were influenced by our choices for the temporal parameters, i.e. the median filtering 
of the motion parameters and the time window used to determine the camera motion. For time reasons, only two runs have been 
done on the full test data set. In order to draw better conclusions on how the results develop with different parameters, more runs 
on the test data set will be performed. It would also be interesting to use in one test the manually annotated part of the 
development set and in another test the ground truth annotation of the test data set as training data to estimate the optimal 
parameters for our detection algorithm. Then the respective other data set could be used for evaluation. The similarity of the 
estimated parameters and of the evaluation results would show how data dependent the parameters of the detection algorithm are. 
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