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ABSTRACT 
In our rushes exploitation task of TRECVID 2006, we 
propose a novel and interactive rushes video selection 
and editing method based on hierarchical browsing of 
key frames, where high level features of each key 
frame such as face, interview, person, crowd, building, 
outdoor, waterbody, and other information about 
redundancy and repetition are displayed at same time 
for helping editors to select what they really want. 
During high level feature extraction, we propose a 
multi-modal interview detection method based on audio 
classification and face detection, and a new repetition 
detection method based on spatio-temporal slice. We 
also detect some concepts such as crowd, building, 
outdoor, waterbody based on SVM classifiers. 
Additionally, we characterize rushes by categorization 
camera motion for inferring intention. Due to the 
difficulty of high level feature extraction and the 
diversity of editor’s requirements, our hierarchical 
browsing method along with extracted information 
may be a good choice for rushes exploitation. 
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1. Introduction 
As pointed out in the guideline [1], rushes are the raw 
material used to produce a video. They contain many 
frames or sequences of frames that are highly repetitive. 
e.g., many takes of the same scene redone due to errors (e.g. 
an actor gets his lines wrong, a plane flies over, etc.), long 
segments in which the camera is fixed on a given scene or 
barely moving, etc. Usually, twenty to forty times as

much material may be shot as actually becomes part of the 
finished product. Watching rushes is boring and time 
consuming. Manual creating TV programs from rushes is 
hard and inefficient [2]. However, rushes are potentially 
very valuable but are largely unexploited because only the 
original production team knows what the rushes contain [3]. 
Therefore, with the rapid growth of digital rushes videos, 
how to mine the rushes and select really interesting clips 
from them is becoming more prominent. 

Considering the peculiar nature of the rushes, and aiming to 
begin meeting some needs of an intelligence analyst or 
video producer looking at a large archive of unfamiliar 
unproduced video, NIST launched  rushes task as a 
“pre-track” in TRECVID 2005. Several very different 
approaches, such as CUHK’s camera motion trajectories 
analysis, Accenture’s search using semantic web, DCU’s 
object-based search, MediaMill’s scene categorization, etc., 
were developed to manage the raw material last year [3]. 

Up to now, due to the diversity of editor’s requirements and 
the difficulty of high level feature extraction resulted from 
significant gap between the low-level visual feature and 
high-level semantic information, fully automatic edition of 
rushes video seems impossible. In order to meet the needs 
of an intelligence analyst or video producer or editors, we 
think that a good system should solve the three following 
problems. The first one is how to turn a completely 
unstructured rushes video into a well structured one, and 
the second is how to remove redundant and repetitive clips 
and extract semantic features as much/well as possible 
while the third is how to exhibit the structural and semantic 
information to editors in a simple and clear way so that 
editors can easily and quickly select what they really want 
from rushes content. 

To exploit this kind of unproduced video, we propose and 
demonstrate a novel method with a system which can 
single out redundant and repetitive rushes data and help 
editors to find and select what they really want from rushes 
content by providing structural and semantic information, 
based on hierarchical browsing of key frames of each shot, 
where high level features of each key frame such as face, 
interview, person, crowd, building, outdoor, waterbody, 
and other information about redundancy and repetition are 
displayed at same time. 
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Fig.1 Interactive interface of our system: hierarchical browsing of the rushes video FRANC112.MPG 

 

Due to the difficulty of high level feature extraction and the 
diversity of editor’s requirements, our hierarchical 
browsing method along with extracted information may be 
a good choice for rushes exploitation. 

The rest of the paper is organized as followed. The overall 
system, especially the interactive interface is described in 
Section 2. Then, the structuralization of rushes video is 
introduced in Section 3. Redundant and repetitive shot 
detection is described in Section 4, where a new repetition 
detection method based on spatio-temporal slice is 
proposed. Section 5 details high level feature extraction, 
especially presents a multi-modal interview detection 
method based on audio classification and face detection. 
For inferring intention, we also characterize rushes content 
by of categorization camera motion. Finally, we give our 
conclusion and future direction in Section 6. 

2. System overview 
To solve the aforementioned three questions, our system 
consists of three steps correspondingly. The first step is 
structuralization of rushes video, and the second is 
redundancy detection and semantic features extraction 
while the third is interactive interface. Since the first two 
steps will be described the following sections, we only 
introduce our interactive interface here. 

As shown in Fig.1, our interface is composed of five parts: 
a folder browsing subwindow and a media file subwindow 
used for users to locate and select the rushes video they 
want to process; a playing-back subwindow (left-bottom) 
used for playing back the shot or the whole video; a 
hierarchical browsing subwindow used for visualizing both 
the structural and semantic information; and finally a 



storyboard subwindow (right-bottom) used for editors to 
select and reorder the interested shots or clips. 
After structuralization, the video is segmented to scenes, a 
scene is segmented to shots, and key frames are extracted 
from each shot. In order to visualize this structure clearly, 
we put the video into a two-dimensional Cartesian 
Coordinates in the hierarchical browsing subwindow. 
Along the vertical dimension is the first key frame of each 
shot inside the same scene while along the horizontal 
dimension is the linear temporal dimension of scene 
sequences. Through this subwindow, editors can browse 
the selected video briefly. 

This structural presentation also supports a shot-wise video 
browsing. If editors are not sure about the contents of a 
certain shot, they can double click the corresponding key 
frame to launch a video player for playing back the shot in 
the left-bottom playing-back subwindow.  
To express the redundant and repetitive shot and semantic 
features or concepts, we use a concept legend and a color 
bar under each key frame to display whether the 
corresponding key frame is redundant or repetitive, or 
contains the concepts: face, interview, person, crowd, 
building, outdoor, and waterbody respectively. Furthermore, 
for editor’s convenience, these concepts about a shot can 
also be displayed as mouse moving to the corresponding 
key frames. 

Video editors can select their desired shots only by 
dragging and dropping the corresponding key frames to the 
right-bottom storyboard subwindow. The shots in the box 
will be connected together from left to right to form a new 
video clip after the video editor has completed the shot 
selection. Editors can also reorder and delete shots on the 
storyboard using drag-and-drop. Consequently, editors can 
select what they really want from the rushes video easily. 
 

3. Structuralization 
Structuralization of rushes includes two steps: shot 
boundary detection and key frame extraction, and scene 
boundary detection. 

3.1 Shot boundary detection and key frame 
extraction 
Firstly, we detect the shot boundary using RGB histogram 
and segment the video into shots, and then extract key 
frames of shots using the adaptive key frame extraction 
using unsupervised clustering method proposed in [4].  

We use an unsupervised clustering based approach to 
determine key frames within a shot. The similarity of two 
frames is defined as the similarity of their feature histogram. 
In our system, we select the color histogram of a frame as 
our visual content. After the clusters are formed, we simply 
choose the first frame of every cluster as its key frame. 

The clustering based key frame extraction approach is not 
only efficient to compute, it also effectively captures the 
salient visual content of the video shots. For low-activity 
shots, it will extract less key frames than for high-activity 
shots. It can automatically extract multiple key frames 
depending on the visual complexity of the shot. 

3.2 Scene boundary detection 
We use the key frames of shots to detect scenes in videos. 
We transform problem of shot clustering into a graph 
partitioning problem as mentioned in [5]. This is achieved 
by constructing a weighted undirected graph called a shot 
similarity graph (SSG) [5]. The SSG is then split into sub 
graphs by applying the normalized cuts for graph 
partitioning. A partition is created for minimizing the 
disassociation between the groups and maximizing the 
association within the groups. Especially, when there is a 
redundant shot, it is treated as an individual scene.  

Furthermore, we use the results of repetitive shot detection 
to remove the over segmented boundary in scene partition 
results. If some clips in scene A are the repeat of any clips 
in scene B, the scene A and scene B are emerged to form a 
new scene. 

4. Redundant and repetitive shot detection  
Since there are many shots in rushes which are useless for 
the video editors, such as color-bar, black or gray 
background, we consider these shots as redundant shots and 
develop three types of redundant shots: color-bar shot, 
black or gray background shot and very-short shot (less 
than 10 frames). There are also some highly repetitive shots 
in rushes, such as many takes of the same scene redone due 
to errors (e.g. an actor gets his lines wrong, a plane flies 
over, etc.). Taking the motivation of rushes task into 
consideration, we think it helpful for the editors to highlight 
the redundant shots and repetitive shots.  

Since detection of the very-short shot is very simple, our 
work of redundant shots detection is concentrated on the 
classification of color-bar shot, black or gray background 
shot and other normal shots. It is easy to figure out 
redundant shots by extracting their uniform visual features 
as template. As for repetitive shots detection, our approach 
is based on spatiotemporal slice instead of key frames. 

4.1 Redundant Shot Detection Based on 
Template Matching 
We use the method of template matching to distinguish 
color-bar shot and black or gray background shot from 
normal shot.  

The template of color-bar is the RGB normalized histogram 
of color-bar frames. If the difference of the RGB 
normalized histograms between query frame and template 
is less than a given value such as 1, we consider the frame 
as color-bar frame. The template of black and gray 



background is the mean and standard deviation of the 
pixels of its frames. The mean and standard deviation of the 
black background pixels are 0 and 0 respectively. The 
average and standard deviation of the gray background 
pixels are 127 and 15. If both differences of the average 
and standard deviation between query frame and template 
are less than 5, we consider the frame as black or gray 
background frame. If query frame is neither color-bar 
frame nor black or gray background frame, we consider it 
as normal frame. Finally, we turn the frame-level result to 
shot-level result based on majority voting.  

We test all the 48 rushes test videos, and the average 
precision and recall are 99.05% and 100.00% respectively. 
As shown in Table 1, Franco83.mpg and Franco112.mpg 
are the only videos whose precisions are below 100%, 
which indicates that all of the error detections are 
very-short shots. All the lengths of the error shots are less 
than 10 frames but the content of these shots is useful for 
the editors. Actually, these mistakes are due to the weak 
shot boundary detection algorithm. 

 

Table 1: Redundant shot detection results of Franco83.mpg and Franco112.mpg 

Color-bar Shot Black or gray 
background Shot Very-short Shot 

Video 
T D C T D C T D C 

Precision Recall

Franco83.mpg 2 2 2 2 2 2 6 7 6 90.9% 100.0%

Franco112.mpg 4 4 4 1 1 1 2 6 2 63.6% 100.0%

 

 
Fig.2 Examples of horizontal and vertical spatiotemporal slices 

4.2 Repetitive Shot Detection Based on 
Spatiotemporal Slice 
There is little research on repetitive shot detection for 
rushes. The similar work is content-based copy detection. 
Most of the works on content-based copy detection are 
focused on the characteristic of every single video frame. 
Jain [6] proposed a sequence matching method, based on a 
set of key frames. Although motion information was 
included with the key frames, it is not yet clear if the 
selected frames are appropriate to fully reflect the “action” 
within the video sequence. Hampapur [7] uses the ordinal 
measure originally proposed by [8] to retrieve video clips 
that depict similar actions. But the number of partitions is 
critical because the discriminability of system will be 
weakened as the number of partitions is reduced as pointed 
out in [9]. All of these methods ignore the temporal 
information of video which is an important feature of video 
and makes video difference from static picture. 

For the task of repetitive shot detection for rushes, our 
approach is based on spatiotemporal slice [10] which is a 
set of two dimensional (2-D) images extracted along the 
time dimension of an image sequence. It reflects the 
variation in time dimension of video content in one static 
picture. That is the reason we choose spatiotemporal slice 
to represent a shot rather than key frames of it. 

4.2.1 Repetitive shot detection on spatiotemporal 
slice 
As aforementioned, we define repetitive shots as many 
takes of the same scene redone due to errors. We propose 
an approach to detect repetitive shots based on 
spatiotemporal slice as follows. 

As indicated in Fig.2, we set two rules to detect the 
repetitive shot for query shot: (1) its H_STS and V_STS are 
the most similar with those of query shot; (2) its interval 
between the query shot is no more than 2 shots.  



For the definition of the similarity of two spatiotemporal 
slices, we extract color and texture feature to present their 
content. The color feature is described by three global color 
moments var( , , )avg skeC C C  and 512-dimesional normalized 
local HSV histogram 1 2 512( , , )H h h h= L . And the texture 
feature is described by 80-dimesional normalized local 
edge histogram 1 2 80( , , )E e e e= L [11]. Finally, the 
similarity of spatiotemporal slices x and y is defined by the 
equation (1): 
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Where CW  and 
TW  are the weights given to color feature 

and texture feature such that 1C TW W+ = . We choose 

0.5C TW W= = . 1 2 3 4, , ,w w w w  are the weights given to 
three global color moments and local HSV histogram such 
that 1 2 3 4 1w w w w+ + + = . In our experiments, we choose 

1 2 3 40.18, 0.06, 0.7w w w w= = = = . 

4.2.2 The results of repetitive shot detection 
We test all the 48 test rushes videos, and some results are 
shown in Table 2. We can see that the results of Franco77 
and Franco116 are much better than those of Franco99 and 
Franco104. The more repetitive shots the video has, the 
better the result is. The fact lies in our detection rules. We 
choose the shots whose H_STS and V_STS are the most 
similar with those of query shot as candidate. If the query 
shot has repetitive shot, this rule is sound because the 
repetitive shot must be the most similar one. But if there is 
no repetitive shot, it is possible that the most similar shot 
content the rule (2), and this will cause error detection. 
Future work includes more research on the detection rules 
based on spatiotemporal slices and representative feature 
extraction for spatiotemporal slices. 

 
Table 2: Results of Repetitive Shot Detection Based on Spatiotemporal Slice 

Video Truth Detect Correct Recall (%) Precision (%)
Franco77.mpg 10 10 9 90.0 90.0 
Franco99.mpg 6 8 4 66.7 50.0 

Franco104.mpg 5 3 3 60.0 100 
Franco116.mpg 17 15 14 82.4 93.3 
Franco124.mpg 8 8 7 87.5 87.5 

Average Recall (%) 77.0 
Average Precision (%) 84.0 

 
Table 3: Results of shot-level face detection 

Face concept detection Labeled shots with 
face concept  

Detected shots with 
face concept 

Missing 
detection shots 

Error detection shots 

Total shots number  394 368 60 34 
Precision (%) 90.8 

Recall (%) 84.8 

 

 

5. High level feature extraction 
Among the development data and test data provided for 
rushes exploitation, the main content can be classified into 
the following four kinds: interview scenes, person activity 

scenes, natural scenes and some redundancies. Firstly, 
interview scenes and person activity scenes are the most 
important parts for the editor to make new videos. By 
detecting these scenes, advanced video abstraction can be 



achieved to generate brief news clips. Secondly, natural 
scenes, for example, waterbody, building and outdoor, are 
also important material for video editing. They depict the 
surrounding when the detected events happen. Thirdly, 
another important concept, camera motion characterization, 
plays an auxiliary role in video editing. This concept can 
suggest the location of the video segments with the desired 
camera motion, and can be used to infer intention [3]. 
Consequently, after removing the redundant shots in 
section 4, we detect the following concepts: interview; 
person; crowd, waterbody, building, outdoor, and camera 
motion characterization. 

5.1 Face detection 
Active Appearance Model (AAM) is very powerful to 
extract good facial features for success of applications such 
as face recognition, expression analysis and face animation. 
It is composed of two parts: the AAM subspace model and 
the AAM search. The superiority of AAM mentioned in [12] 
is that an approach for optimizing the parameterization of 
the AAM subspace model according to the search 
procedure is proposed while in the conventional 
methodology, the two sections are treated separately. The 
detailed procedure is described in [12]. 

Forty-eight rushes test videos are evaluated for face 
detection, and the results are shown in Table 3. 

5.2 Interview Detection 
Interview can be seen as a high level semantic concept 
containing both face and speech information. In our study, 
we investigate the application of existing face detection and 
audio classification techniques to interview detection. 

The audio stream is firstly segmented into non-overlapped 
20-ms short time frame (ST frame). Then five frame-level 
audio features [13, 14]：Short-Time Energy, Short-Time 
Zero-Crossing Rate, Frequency energy, Sub-band energy 
ratio, Mel-frequency cepstral coefficients, are extracted 
from each ST frame. Finally, each audio clip is classified 
into four kinds: silence, speech, music and background. 

Forty-eight videos in rushes test data are all used to detect 
the shot-level interview. The results of using audio cue, 
visual cue and intersection fusion method are compared in 
Table 4, which shows the superiority of integrating 
audiovisual cues. It is very probable that in an interview 
shot both speech and face concepts can not be detected 
simultaneously. Therefore the recall of fusion method is 
worse than the other methods. However, the audiovisual 
information effectively denotes the meaning of interview. 
As a result, the precision of the fusion method strongly 
outperforms the others. Further analysis indicates that only 
five videos, in which the background and complexion 
severely affect the precision of face detection, have great 
influence on the recall by using fusion method. Excluding 

the five videos, precision is 81.9% and recall is up to 
87.7%. 

Table 4: Comparison of interview detection  
Interview detection Precision Recall 

Audio cue (%) 30.8 98.3 
Visual cue (%) 62.3 78.9 

Fusion method (%) 83.7  76.8 
 

5.3 Person Detection 
We use the method proposed in [15, 16] to judge if key 
frames of each scene depicting human or not. The features 
used in our system are Histograms of Oriented Gradients 
(HOG) of variable-size blocks that capture salient features 
of humans automatically. We adopt linear SVM based 
human detection for robust person detection. 

We test the method on 2006 rushes data. As shown in the 
equation (2), the precision is defined as the ratio of the 
number of detected scenes depicting human N(q) over the 
number of total detected scene number M. On the other 
hand, the recall is the ratio of the number of retrieved 
relevant objects N(q) over the actual number of scenes 
depicting human G(p). The results are shown in Table 5. 

Pr(q)= N(q)/M, Re(q)= N(q)/G(q)             (2) 

Table 5: Results of scene-level human detection  
Interview concept 

detection 
Precision Recall 

Results 86.3 % 95.1% 
 

5.4 Other Concept Detection 
We also detect some concepts such as crowd, building, 
outdoor, waterbody, etc, based on SVM classifiers. This 
module consists of three parts: Part I, Part II and Part III.  

Part I is Visual Feature Extraction. We extract six visual 
features from each video frame include Color Correlogram, 
Color Histogram, Color Moment, Co-occurrence Texture, 
Wavelet Texture Grid and Edge Histogram Layout 
according to [17].  

Part II is Mapping. SVM is used to map Visual Features to 
Video Concepts. We use LibSVM [18] toolkit to do SVM 
training and classifying. The SVM type is C-SVC. Before 
training SVM models, we firstly use cross-validation to get 
the training parameters. For C-SVC, the training 
parameters are γ  and C. Cross-validation and scaling the 
Visual Features before training and classifying evidently 
improves the precision of mapping.  



Part III is fusing the results of all the SVMs for each 
concept. We have tried some fusion methods including 
Max, Min and Average. By experiment, average fusion is 
the most stable one, so we choose it. The training set is the 
development set of High-level Feature Extraction in 
TRECVID 2005. For test, we randomly select 1000 key 
frames from test data of Rushes 2006 and manually label 
the four concepts for them. Experimental results are shown 
in Table 6. 

Table 6: Experimental results of concepts detection 
Concept Crowd  Building  Waterbody  Outdoor 
Precision  22.6% 16.4% 35.8% 91.0% 

 

5.5 Camera Motion Classification 
We characterize rushes by categorization camera motion, 
i.e., categorize the motion of camera into eight types: still, 
pan left, pan right, tilt up, tilt down, zoom in and zoom out, 
based on the motion vectors in compressed domain 
according to the method in [19]. 
To test the method, we build a ground truth by manually 
labeling ten videos selected randomly from the whole test 
rushes data as follows: FRANC035, FRANC039, 
FRANC045, FRANC058, FRANC064, FRANC077, 
FRANC089,  FRANC095,  FRANC108,  FRANC126. 
The experimental results are shown in Table 7. 

Table 7: Some Results of Camera Motion Classification 
Motion Type Recall (%) Precision (%) 

PAN 99.88 93.75 
TILT 91.67 73.33 

ZOOM 85.19 95.83 
STILL 78.43 88.89 

 

6. Conclusion 
In our this year’s exploitation in rushes, we propose and 
demonstrate a novel method with a system which can 
single out redundant and repetitive rushes data and help 
editors to find and select what they really want from rushes 
content by providing structural and semantic information, 
based on hierarchical browsing of key frames of each shot, 
where high level features of each key frame such as face, 
interview, person, crowd, building, outdoor, waterbody, 
and other information about redundancy and repetition are 
displayed at same time. 

Due to the difficulty of high level feature extraction and the 
diversity of editor’s requirements, our hierarchical 
browsing method along with extracted information may be 
a good choice for rushes exploitation. 

Since it is the first time we participate in TRECVID, our 
work on rushes task is very preliminary due to lack of 
experience and limitation of time. Future work will be 
devoted to extensive study on semantic feature extraction 
and search on the whole rushes data. 
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