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Abstract 

Approach we have tested in our submitted runs. Our approach consists in finding links between video shot 

key-frames, based on the use of a probabilistic latent space model over local matches between the key-

frame images. This allows the extraction of significant groups of local matching descriptors that may 

represent common characteristic elements of near duplicate key-frames. This is combined with various pre-

processing steps designed to accelerate and improve the matching process for any query type, as well as 

post-processing steps designed to accurately find the copied video segment borders. We have submitted 3 

runs. The first run (Run1) uses an automatic cropping process, a local descriptor filter and a global 

characteristic filter as part of the pre-processing phase. A RANSAC-based post-processing step is applied 

on the time code of the detected key-frames copy. A video insert detector was added for the second run 

(Run2). The third run (Run2Faster) is the same as the second run with the use of smaller images. 

Differences we found among the runs: No significant differences were found amongst the three different 

runs. Unfortunately, a file manipulation error resulted in the second and the third run being deprived of 

receiving the correct video insert filter detection output. Therefore, these runs received no video insert 

detection response as input, causing some video insert copy detections undetectable. 

Relative contribution of each component of our approach: The probabilistic latent space model over local 

matches between the key-frame images produces a fast, robust and accurate filtering process in relation to 

all possible local matches. This approach works well even if there are only a few local matches between the 

key-frames of the copied video in question. Therefore, only a limited number of local descriptors are 

necessary, resulting in a more robust copy detection process. Unfortunately, the large number of local 

matches still makes the process rather time consuming. 

What we learned about runs/approaches and the research question(s) that motivated them: Approaches 

based on local descriptor matching are efficient for the copy detection task. It is robust to many 

transformations. However, these approaches are not efficient for some query categories. For instance, the 

flipped query type provides totally different local descriptors and the insert query requires the use of local 

descriptors at a higher-resolution level. Also, local descriptor matching is very time consuming. It would 

then be interesting to combine local descriptor matching approaches with global characteristic comparison 

approaches to provide a prior knowledge about the query type. Global characteristic comparison 

approaches alone are not efficient enough for accurate copy detection. 

I - Introduction 
 

Near-duplicate detection (NDT) in movies is a relatively new topic ([29],[20],[21],[16],[11]) as it offers an 

alternative to watermarking for copyright control, business intelligence, advertisement tracking and law 

enforcement investigations. NDT often proceeds via a video summarization approach like reducing a video 

in a set of key-frames. The copy detection task then consists in finding near-duplicates in key-frame images 



([17],[39],[40]). Matching key-frames through a set of key-points is an interesting strategy because it is 

robust to occlusions and illumination changes. Moreover, invariant descriptors for the key-points provide 

robustness to view point change. 

 

There are mainly two different groups of approaches based on key-point matching techniques which have 

been proposed in the literature. One group (e.g. [3],[4],[17],[31],[35],[38]) consists in filtering out the 

outliers between the whole key-frames using robust matching methods such as RANSAC or Least Median 

of Squares (LMS). However, those fitting methods perform poorly when the ratio of inliers falls below 

50%. This means that a large overlap is required between a pair of images for an efficient matching 

process. In practice however, key-frames of two similar video segments can differ significantly due to the 

presence of motion in the scene or the key-frame generation process. Also, RANSAC is not efficient if 

there are only few inliers between 2 near duplicate key-frames. In [23], Lowe proposed to cluster features 

within the pose space using the Hough transform. This method requires the setting of many parameters 

which limit robustness. The second more recent group of approaches seek to find common spatial patterns 

(e.g. [30],[31],[32],[33]). These approaches are mainly based on comparing key-point neighborhoods. 

However, there is an ambiguity in the choice of the neighborhood size used for the comparison. Moreover, 

outliers can be present in the neighborhood. In fact, it is always possible to obtain erroneous matches due to 

the presence of common local structures. Some authors ([32],[33]) use an efficient representation inspired 

from text analysis called “Bag Of Words” (BOW), in order to represent neighborhoods.  BOW consists in 

representing a text document as a vector; counting the number of occurrences of different words as 

features. In [32],[33], descriptors are quantized into clusters which are analogous to “words” in a text 

document. The BOW representation has two shortcomings when dealing with ambiguities: polysemy (i.e. a 

word that has two different meanings) and synonymy (i.e. two words with same meaning). BOW generative 

models capture the co-occurrence information between elements in a collection of discrete data by 

introducing a latent variable (i.e. a context value), in order to raise the ambiguities of the BOW 

representation. The probabilistic Latent Semantic Analysis (pLSA) is one of the best known BOW models 

[14].  BOW generative models are used in natural language processing and statistical text analysis to 

discover topics in documents [14]. They have recently been applied to classification in the image 

processing field ([7],[8],[27]). Local patches are called visterms, and are modeled as basic building blocks 

of an image; analogous to words in text documents. Images are represented as a collection of visterms. 

 

In ([12],[13]), BOW generative models are used to extract and link place features and cluster recurrent 

physical locations (key-places) within a movie. It finds links between key-frames of a common key-place 

based on the use of a probabilistic latent space model over the possible local matches between the key-

frames. This allows the extraction of significant groups of matching descriptors that may represent 

characteristic elements of a key-place. Here, we adapt this approach for the video copy detection task. The 

BOW is used to represent key-frame images. BOW generative model filters out uninformative matches, 

generated by very common image structures, and extract groups of matches that may represent structural 

elements representative of near duplicate key-frames. Inliers are extracted, whatever the outlier number, by 

using a latent value for each match. A latent value is a context value shared by a group of local matches 

that may represent a structural characteristic element (analogous to a “topic” for text document). We use 

the Latent Dirichlet Allocation (LDA) generative model [2], which is a new model derived from pLSA 

[14], to extract significant matches’ distribution between key-frames. This generative model provides a 

discrete discriminant analysis over matches. The visterms are seen as a group of local descriptors that 

match together. The significant extracted visterm distributions are seen as part of latent “topics” which are, 

in fact, typical structural elements of a key-frame. Latent topics are used as context values for visterms.  A 

group of local matches (visterms) sharing the same latent topic constitutes a “topic link” across images.   

 

This notebook paper is organized as follows. Sections II, III and IV give details about the methodology 

and implementation of our approach for the video copy detection task. Section V presents the evaluation 

process and performance results on the TRECVID dataset 2008.  

 

II - Pre-processing 
 

Automatic crop 

 



This step removes the eventual black borders from the movie images and normalizes the video size. The 

automatic crop removes the horizontal and vertical border when the maximum pixel value and the 

maximum difference between pixels values fall below respective thresholds. This simple approach works 

most of the time but there are still some videos were the borders remain undetected. 

 

Key-frame extraction 

 

Once the automatic shot transition detection is completed, each shot is then summarized in a few 

representative frames (key-frames). To this aim, we compute the overlap between images using a simple 

method based on camera motion estimation [26]. The algorithm finds the optimal frame path over the shot 

which then minimizes the overlap between frames. When there is a potential insert, we calculate the 

optimal frame path using the maximum absolute value of the camera motion estimated on the potential 

insert and on the entire video. 

 

Local descriptor extraction 
 

We extract local descriptors for each key-frame. First, Regions Of Interest (ROI) are automatically detected 

in the image with a difference of Gaussians (DOG) point detector from which we derive local descriptors 

using SIFT [23]. We use SIFT because it performs the best in terms of region representation specificity and 

robustness to image transformations [25]. We have tried several other descriptors (MSER based [24], PCA-

SIFT [18], etc.) in a preliminary work [9] but found that SIFT with DOG provided the best combination to 

establish the difficult correspondences between images of various appearance and quality (low 

illumination, night, smoothing filter, etc.).  

 

Descriptor filtering 

 

In order to accelerate the linking process, we need to deal with the fewest possible number of local 

descriptors. We could simply reduce the key-frame image resolution but this would alter the accuracy of 

the image representation. Another idea consists in eliminating the more common local descriptors which 

are not discriminative enough. For instance, local descriptors corresponding to straight lines or corners can 

be found in many images. This type of local descriptor is not specific enough to accurately describe an 

image and often generates erroneous matches. We build a database of “good” and “bad” local descriptors 

from a set of images containing redundancy. We generate local matches between images using K-Nearest 

Neighbors (K-NN). The “good” descriptors are those with their first nearest neighbor distance below 0.7 

times the second nearest neighbor distance. The “bad” descriptors are those with their first nearest neighbor 

distance above 0.9 times the second nearest neighbor distance. Indeed, it is harder to find a similar 

discriminative descriptor in the same image while it is easier to find a similar descriptor when it is a very 

common one. We use an Adaboost classifier on some features extracted from the SIFT signatures which are 

the entropy and the sum of SIFT bins corresponding to different direction ranges (0 degrees, 90 degrees, 

out of the 0 and 90 degrees bins). Classification results on our database give a recall rate of 85% for the 

“good” descriptors and a recall rate of “63%” for the “bad” descriptors. 

 

Insert detection  
 

Inserts are detected by accumulating local gradient intensities over time. The main hypothesis is that insert 

edges are stationary whereas gradient values within the scene vary over a sufficient number of frames. 

However, this approach will not perform well for videos with low motion activity with a fixed background. 

Also, false alarms can occur in presence of overlaid texts and logos. 

 

Global features comparison 

 

Global features comparison is not sensitive enough to accurately detect video copies because they only 

offer a coarse representation of the video. However, it can help to discard candidates when the global 

features are different enough, prior the application of a more sensitive comparison measure with local 

descriptors. Global feature comparison is fast; therefore it is an interesting way to accelerate the copy 

detection process. In our experiment, we have only used the edge orientation histogram as a global feature. 



The edge orientation histogram is quite robust to many transformations like illumination changes, small 

view point changes, small insertion, crop, shift, noise, etc. During the preprocessing step, we calculate the 

edge orientation histogram for each key-frame of the reference video, as well as for their flipped copy. We 

also calculate the histogram for each key-frame of the query video and one for each potential video insert in 

each key-frame.  When the global feature of the flipped copy is closer than the global feature of the non-

flipped version, we use the local descriptors extracted from the flipped copy. When the global feature from 

the insert is closer than the global feature from the entire key-frame, we use the local descriptors extracted 

from the insert at a higher resolution level. 

 

III - Key-frame link extraction 
 

We extract groups of local matches between near duplicate key-frames. We use the concept of “Bag of 

visterms” (BOV) for representing each key-frame, in conjunction with a different method of building the 

representations based on K-NN. We then apply a generative probabilistic model to extract groups of local 

matches that represent a common structure representative of 2 near duplicate key-frames. 

 

Image set representation 
 

The construction of BOV is done from a set of several key-frames. However, we had to choose a very weak 

selection step on SIFT features’ matches in order to conserve difficult but important correspondences. It 

became apparent that high-quality correspondences are hidden among a large amount of outliers. We 

configured the algorithm to privilege a high correspondence rate over outliers so that it results in a 

maximum number of correspondences within key-frames from the query video and key-frames from the 

reference video. Second, in order to obtain a text-like representation, descriptors must be clustered. We do 

not use prototype-based clusterings such as K-means for descriptor quantization ([8],[27],[32],[33]). This 

kind of quantization consists of identifying several clusters within a training set. Each descriptor is then 

assigned to the nearest cluster and generates matches in conjunction with all descriptors assigned to this 

cluster. This quantization approach is fast, but introduces errors, since cluster prototype may be not well 

defined. Also, the cluster prototypes are only a coarse representation of the clustered descriptors. As an 

alternative to reduce errors, we use K-NN between SIFT descriptors belonging to different images to create 

the visterms. Therefore, a visterm is a set of matched local descriptors from different images. The K-NN is 

used to match normalized SIFT descriptors within images from query video and images from reference 

video based on the Manhattan distance. However, conventional K-NN is computationally expensive. We 

rather use an approximate K-NN approach based on a priority tree search [1]. Bad matches are discarded 

when their distances are above 0.6, and when the distance to the first nearest neighbor is above 90% of the 

distance to the second neighbor. Finally, a BOV representation h is built from the local descriptors 

according to 
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V (i.e. the set of all visterms). This representation contains no information about the spatial relationships 

between visterms; the same way the standard BOW text representation removes the word ordering 

information.  

 

Generative model 

 

We describe here the probabilistic latent space modeling applied over the possible local matches within 

key-frames image from the query videos and within key-frames image from the reference videos. We 

propose it as an efficient way to filter out the outliers. We only give a brief overview of the main concepts 

of the pLSA (probabilistic Latent Semantic Analysis) and LDA (Latent Dirichlet Allocation) models 

applied to visual content. 

 



 According to the pLSA framework [14], we have images represented as documents and we want to 

discover topics as common structural characteristics of near duplicate key-frames such that 2 images 

sharing instances of common structural characteristics are modeled with shared topics. Those shared topics 

form a topic link. The models are extracted from the BOV representation of images. The visterm analogue 

to a word is formed by SIFT matching feature descriptors. Let a collection (corpus) of sub-images 

1,..,
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where ( | )P w z  are the specific topic distributions. Each image is modeled as a mixture of topics ( | )P z d  

[14].  

 

In pLSA, each document, represented as a list of numbers (the mixing proportions for topics), was not 

considered in the generative probabilistic model. This leads to several problems: (1) the number of 

parameters in the model grows linearly with the size of the corpus, which leads to serious over-fitting and 

(2) it is not clear how to assign probability to a document outside of the training set. 

 

LDA is a corpus generative probabilistic model [2]. LDA allows each document to exhibit multiple 

topics with different proportions, and thus, can capture the heterogeneity in grouped data that exhibit 

multiple latent patterns. The basic idea is that documents are represented as random mixtures over k latent 

topics, where each topic is characterized by a distribution over words. The framework treats the topic 

mixture weights as a k-parameter hidden random variable (θ) and places a Dirichlet prior (α ) on the 

multinomial mixing weights. The word probabilities per topic are parameterized by a 
V

k N×  matrix β . 

The model parameters ( α  and β ) are estimated using the maximum likelihood principle over a set of 

training sub-images D. Optimization is performed using a variational Expectation-Maximization (EM) 

algorithm. By using an approximation inference algorithm, these independent sub-image parameters can 

then be used to infer the document level parameters (related to θ and z) of any sub-image, given its BOV 

representation h(d).  

 

Implementation considerations 

 

The larger the set of images is, the larger the number of possible connections will be between the SIFT 

descriptors and thus among the visterms. Therefore, the number of visterms tends to converge to one when 

the size of the image set increases, which is a consequence of the decrease of groups of descriptors that do 

not match. Thus, in order to keep a sufficiently large vocabulary size and avoid all descriptors to be 

quantized to a unique visterm, we have to limit the size of the image set. We then randomly divide the 

initial query image set into several smaller image sets (7 images in each of our tests). For each reference 

video, we apply several LDA filtering on those smaller images sets and on all the key-frame images from 

each reference video. 

 

LDA requires setting up the number of topics. This is set automatically during the initialization step.  A 

random topic is attributed to each visterm which are spread over many documents. An external parameter 

controls the topic fragmentation level during the initialization step by setting a threshold value (0.3 in our 

tests) for the rate of word overlap between two different topics. The LDA model parameter α is initialized 

to 0.1. Each key-frame image is described by its BOV. After the LDA application, we select the best 

images and visterms for each topic. Then, a topic link is formed when two of the selected images share 

more than four selected visterms. A further step is added to filter wrong links. It consists in eliminating 



topic links for which the SIFT matches are not within the same range of scale variation. 

 

IV - Post-Processing 
 

Copied video segment extraction 

 

Copied video segments are detected once links are extracted between the query and the reference key-

frames. We apply RANSAC in the temporal domain in order to estimate the time shift and dilation between 

the times codes of the detected links. This step ensures that detected links are forming a coherent segment 

in time up to a translation and scaling factors. Finally, the shot boundaries from which the selected near-

duplicate key-frame belongs to, define the time range of the near duplicate video segment. 

 

Confidence value 

 

The confidence value is calculated from the number of local matches first extracted by the probabilistic 

latent space model and then selected by the video copy segment RANSAC estimation. For each query, this 

number is divided by the maximum number of local matches found for this query and is multiplied by 100. 

In order to not penalize the copy candidates with many local matches, we add 1/10 of the initial number of 

local matches. 

 

V – Results 
 

Detection curves 

 

Table 1, Table 2 and Table 3 summarize the DET curves results in terms of miss and false alarm rates 

provided by the TRECVID evaluation tools [34].  

 
 

Run id 1 2 2Faster 

Miss rate 0.471 0.4672 0.468 

FA (Events/Hour) 0.4617 0.506 0.4777 

Table 1: Mean Miss rate and mean False Alarm rate for each Runs (all transforms included) 

 
 

Transform nb. 1 2 3 4 5 6 7 8 9 10 

Miss rate 0.31 0.79 0.32 0.32 0.18 0.36 0.44 0.50 0.73 0.72 

FA ( Events/Hour) 0.49 0.49 0.55 0.76 0.37 0.58 0.45 0.43 0.29 0.40 

Table 2: Mean Miss rate and mean False Alarm (FA) rate for each transform (all Runs included) 

 
 

Transform nb. 1 2 3 4 5 6 7 8 9 10 

Miss rate 0.27 0.69 0.28 0.28 0.16 0.31 0.34 0.39 0.59 0.67 

FA ( Events/Hour) 0.38 0.32 0.34 0.54 0.28 0.30 0.32 0.32 0.14 0.20 

Table 3: Best Miss rate and best False Alarm (FA) rate for each transform (among all  runs) 

 

Video copied segment are relatively well detected for transforms 1, 3, 4 and 5; the mean miss rate for all 

runs is between 18% and 32%. The mean false alarm rate is above 0.79 events/hours for all transforms. The 

miss rate for transform 2 is high (79%) because a file manipulation error yielded that the second and third 

run did not get the right video insert filter detection output. Therefore, these runs got a no video insert 

detection response as input so video insert copy detections were almost not detected. Quality degradation 



transforms (transformations 6 and 7) give a mean miss rate between 36% and 44% while post-production 

transforms (transformations 8 and 9) give a mean miss rate between 50% and 73%.  

 

VI - Conclusion 
 

The probabilistic latent space model over local matches between key-frames allows a fast, robust and 

accurate filtering process among all possible local matches. It works well even if there are only few local 

matches between the key-frames of the copied video. Therefore, only a limited number of local descriptors 

are necessary. However, the large number of local matches still makes the process rather time consuming.  

 

We think the proposed approach has a good potential for video copy detection because it is relatively 

robust to many transformations. However, this approach needs improvements for some query categories. 

For instance, the flipped query type provides totally different local descriptors and the insert query requires 

the use of local descriptors at a higher resolution level.  Also, local descriptor matching is very time 

consuming. It would then be interesting to combine local descriptor matching approaches with global 

characteristic comparison approaches to give a prior knowledge about the query type. Also, it will be 

interesting to investigate other video representations than static key-frame based representations (e.g. Space 

Time Interest Points [19]). 
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