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Abstract

In this paper, we describe our approach and re-
sults for high-level feature extraction task (HLF) at
TRECVID2008. This year, our focus is to develop
a framework which fuses a number of features effec-
tively. In our paper, color , face, motion, text, and local
pattern features were extracted. After that, a simply-
modified version of Adaboost algorithm was imple-
mented as a late fusion to combine all these features.

Description of our submitted runs is as follows:

• (Run1)UEC fusion ver6,
(Run2)UEC fusion ver2,
(Run3)UEC fusion ver1,
(Run4)UEC fusion ver5:

fusion of color, face, motion, text and Bag-of-
Features (BoF) model of local pattern features by
using a simple version of Adaboost. use different
setting to compute error rate in the fusion phase.

• (Run5)UEC fusion c bdd ver6,
(Run6)UEC fusion c bdd ver2:

fusion of color, face, BoF model of local pattern
features by using a simple version of Adaboost.
use different setting to compute error rate in the
fusion phase.

Run1∼Run4 are the same to combine color, face,
motion, local pattern features by using our algorithm.
In our experiment, we changed some parameters when
computing the error measure in the fusion algorithm,
this makes the 4 runs different from each other. By
the analysis of the results of these 4 runs, we noticed
that motion and text did not help us at all, so we also

tried to fuse only color, face, local pattern features as
Run5 and Run6 with different error measure computa-
tion. As a result, Run5 yielded the best performance
(infAP=0.0314) of these our 6 runs.

1. Introduction
Since TRECVID provides not only a large video

date set but also a systematic protocol for evaluating
video concept detection performance, it is appreciated
by the researchers in the field of video/image recogni-
tion. Using this valuable date set, we have been testing
our system in recent years.

For the HLF task in TRECVID2006, we extracted
some single type visual features from the keyframes
(for example, color histogram, edge histogram, etc.),
and classified test frames by the support vector ma-
chine (SVM). From the results, we realized that a
certain feature cannot satisfy all the concepts. For
TRECVID2007, we attempted to adopt a kind of fu-
sion to combine some features to get a result that is
effective for any kind of concept. What we did is to
apply SVM to the extracted features respectively, and
then to fuse these SVM classifiers by linear combina-
tion with weights selected by cross validation. This
method is more effective, however it is intractable to
implement when more than 3 kinds of features are ex-
tracted.

For the TRECVID2008 HLF task, we still use the
thought of developing a framework to fuse a number
of features to get more effective performance. This
time we added some new features. In addition, in-
spired by some papers [2, 8], we implemented a sim-
ple version of Adaboost [6] algorithm as a late fusion.



Figure 1. UEC HLF framework.

This method can choose the suitable weights automat-
ically no matter how many kinds of features there are.

2. Framework
The framework is shown in Figure 1. At the first

stage, color, text, face, motion and local pattern fea-
tures of the learning/test data are extracted from dif-
ferent granularity of global scale, local region and grid
segmentation. Then SVM is applied to modeling all
the features respectively. At last stage, a simple ver-
sion of Adaboost is implemented as a late fusion to
combine all the SVM classifiers to obtain the final out-
put.

2.1. Features

2.1.1. Color

In the experiment, we use a normal color histogram
as the color feature. The axises of RGB color space

are divided in quarters and a 64-bin histogram is gen-
erated. For getting some location information, besides
extracting from global scale of the image, we also tried
to extract a 768 bins histogram by dividing the image
to 4×3 grid segments.

2.1.2. Text

Automatic speech recognition (ASR) text data is
provided by the sponsor every year. We use this ASR
text to make a text feature. We choose 2000 represen-
tative words. Then we count their global frequency in
the whole text data and the local frequency in every
shot. At last a 2000 bins histogram is generated by
using tf-idf algorithm.

2.1.3. Face

We perform a face detection by using Haar-like fea-
tures [7]. The number of faces is expected to help han-
dle with “Two People” concept.

2.1.4. Motion

The Lucas-Kanade’s optical flow [4] is used as our
motion feature. We extract the frames 0.5 seconds be-
fore and after each keyframe and choose 500 interest
points from them. The circle (360 degrees) is divided
to 12 equal parts. And the motion feature is generated
by voting the magnitude of the optical flow of each
point to the corresponding region according to their
angular degree.

2.1.5. Local pattern

We use SIFT [3] as the local pattern feature. The
local patches are detected by three ways : (1) DoG
(2) random sampling [5] (3) grid (shown in Figure 2).
The bag-of-keypoints [1] model is used to represent
the whole image. The codebooks are obtained by per-
forming the k-means clustering and the vector is gen-
erated by voting the SIFT descriptors of each image
to the codebook pattern. In our experiment, the code-
books are computed for each concept respectively and
every codebook size is 1000.

2.2. Fusion

In TRECVID2007, we fused the SVM classifiers by
linear combination with weights selected by cross val-



Figure 2. 3 kinds of local patch detection.

idation. It is intractable to implement when more than
3 kinds of features are extracted. So this year, we im-
plemented a method that using boosting scheme. This
method can choose the suitable weight automatically
whatever how many kinds of features there are.

Boosting is a powerful technique for combining
multiple classifiers to produce a new one whose per-
formance can be significantly better than that of any
of the components. Adaboost is one of the representa-
tions of Boosting. It trains a new classifier according
to the performance of the previously trained classifier
so as to give greater weight to the misclassified data
points. Finally when the desired number of classifiers
have been trained, they are combined to form a great
classifier using coefficients that give different weight
to different component classifiers.

In our experiment, we implement a simple version
of Adaboost. The algorithm is shown in Figure 3.

While in the original Adaboost re-weighting for
training data and re-training are performed in its loop,
in our simply-modified Adaboost algorithm we only
train SVM using all the learning data before the boost-
ing loop and fuse the result with the error measure.

3. Experiments
We made 6 runs as shown in Table 1. Firstly,

we tried to combine all the features we had with our
framework.

In our feature extraction phase, there was some
problems: (1) Since some 0.5 seconds separated frame
was extremely different, the motion feature could not
be computed. (2) There was some shot without sound,
so the text feature could not be computed. (3) Also,
some image was pure black, we did not compute the
local pattern feature and the color feature of them.

Figure 3. The simple version of Adaboost.

That means, for a complete test data list, not all the
data in it have all the features extracted. Address these
problems, we changed some options in the algorithm
shown in Figure 3:

Run1 : Set threshold = the mean value of the weight
of all data. If ei(in eq.(3)) ≥ the mean value, treat the
data without feature h as misclassified, else treat it as
correct classified.

Run2 : Set ei = 1. (just treat the data without feature
h as misclassified).



Table 1. 6 runs for HLF in TRECVID2008.

Runs Description infAP

Run1 Combine color, face, motion, text and BOF model of local pattern features. 0.0297
UEC fusion ver6 Boosting error measure setting : threshold=mean weight.

Run 2 Combine color, face, motion, text and BOF model of local pattern features. 0.0278
UEC fusion ver2 Boosting error measure setting : misclassified.

Run3 Combine color, face, motion, text and BOF model of local pattern features. 0.0187
UEC fusion ver1 Boosting error measure setting : mean value.

Run4 Combine color, face, motion,text and BOF model of local pattern features. 0.0314
UEC fusion ver5 Boosting error measure setting : threshold=0

Run5 Combine color, face and BOF. 0.0342
UEC fusion c bdd ver6 Boosting error measure setting : threshold=mean weight.

Run6 Combine color, face and BOF. 0.0299
UEC fusion c bdd ver2 Boosting error measure setting : misclassified.

Figure 4. The comparison of 6 runs.

Run3 : Set ei = 0.5. (set it as the mean value in
[0,1])

Run4 : set threshold =0. If ei ≥ 0, treat the data
without feature h as misclassified, else treat it as cor-
rect classified.

Since the number of data without motion and text
feature was large, we also tried to take off these 2 fea-

tures and only fuse color, face and local pattern fea-
tures:

Run5 : the same setting as Run1.
Run6 : the same setting as Run2.
The 6 runs for each concept are compared as Figure

4. And our best result (run5) are compared with the
best and mean result of participators as Figure 5.



Figure 5. The comparison with the median and best results in TRECVID 2008.

From this result, we noticed that the motion feature
and the text feature gave the opposite effect to the out-
put actually, and it is enough to fuse only the static
visual features to get an effective result.

4. Conclusions

In the high-level feature extraction task of
TRECVID2008, we implemented a simple version of
Adaboost as a late fusion to combine color, text, face,
motion and local pattern features. This method can
choose the suitable weight for every automatically no
matter how many kinds of features there are. Since
some learning data could not have the motion and text
features extracted, they were hard to be handled in the
algorithm. Finally, only the fusion of color, face and
local pattern feature got the best result out of our 6
runs. For future work, we will try some early fusion
methods such as multiple kernel learning SVM to im-
prove our system.
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