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1 Introduction

TRECVID 2003 represents the third running of a TREC-style video retrieval evaluation, the goal of which remains to promote progress in content-based retrieval from digital video via open, metrics-based evaluation. Over time this effort should yield a better understanding of how systems can effectively accomplish such retrieval and how one can reliably benchmark their performance. TRECVID is funded by ARDA and NIST.

The evaluation used about 133 hours primarily of US broadcast news video in MPEG-1 format that had been collected for TDT-3 by the Linguistic Data Consortium in 1998. 24 teams representing 5 companies and 19 academic institutions — 4 from Asia/Australia, 10 from Europe, and 10 from the US — participated in one or more of four tasks: shot boundary determination, story segmentation/typing, feature extraction, and search (manual or interactive). Results were scored by NIST using manually created truth data for shot boundary determination and story segmentation. Feature extraction and search submissions were evaluated based on partial manual judgments of the pooled submissions.

This paper is an introduction to, and an overview

<table>
<thead>
<tr>
<th>Table 1: Participants and Tasks</th>
<th>Shot</th>
<th>Story</th>
<th>Features</th>
<th>Search</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accenture Technology Laboratories (US)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Carnegie Mellon Univ. (US)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNIT-ESNE (FR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNLI Amsterdam / Univ. Twente (NL)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dublin City University (Ireland)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fujian Univ. (China)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITI-Tel (IS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INRIA Research (FR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imperial College London (UK)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indiana University (US)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>InSilico Eurocom (FR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EDCI (FR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EU Leuven (BE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MediaLab/P Amsterdam (NL)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>National Univ. Singapore (Sing.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kennes Laval Univ. (CA)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KMIT University (Bus)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>StreamAge (US)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Univ. of Bremen (DE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Univ. of Central Florida (US)</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Univ. of Iowa (US)</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Univ. of Kansas (US)</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Univ. of North Carolina (US)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Univ. Ohio/TNT (FI)</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

1
of, the evaluation framework — the tasks, data, and measures. The results as well as the approaches taken by the participating groups will be presented at the workshop. For detailed information about the approaches and results, the reader should see the various site reports and the results pages at the back of the workshop notebook.

1.1 New in TRECVID 2003

At the TREC 2002 video track workshop in November 2002, the track set a number of goals for improvement (Smelaton, Over, & Taban, 2002) and in the subsequent months through cooperative effort met almost all of them. As a result the 2003 evaluation differs or extends the previous year’s in a number of important ways itemized here:

- There was an increase in the number of participants who completed at least one task - up to 24 from last year’s 17.
- The data changed significantly in quality and quantity. We moved from 73 hours of Prelinger Archive video from the 1930s - 60s to 133 hours of broadcast news from 1998 with commercials, weather, sports, and graphics galore.
- The amount of data and contractual prohibitions against electronic distribution forced us to distribute the data on harddrives. This was managed by LDC and worked surprisingly well. A little over 30 drives were shipped; all arrived in good working order.
- The number of features to be automatically extracted grew from 10 to 17 with some feature definitions re-used from last year.
- A news story segmentation and typing task was added to examine the effectiveness of using full audio and/or visual cues over just text from ASR.
- Ching-Yung Lin of IBM headed up a collaborative effort to annotate the development data.
- Jean-Luc Gauvain of the Spoken Language Processing Group at LIMSI provided automatic speech recognition (ASR) output for the entire collection. (Gauvain, Lamel, & Adda, 2002)
- Georges Quenot of the CLIPS-IMAG group once again provided a common set of shot boundary definitions and this year added keyframes to this and provided this, and the LIMSI ASR output, in MPEG-7 format.
- The topic creation process at NIST was revised to eliminate or reduce tuning of the topic text or examples to the test collection.
- More effort was devoted to promoting good experimental designs for the interactive search experiments.
- In an effort to support more analysis of various approaches, the maximum number of runs each group could submit was increased to 10 for most tasks. The size of result sets were similarly increased to accommodate the results of extraction for frequently occurring features and topics with many relevant shots. To handle this more effectively despite shortened judgment time, NIST attempted to pool to different depths for different topics based on number of true/relevant shots found.

2 Data

2.1 Video

Approximately 133 hours of video in MPEG-1 were available for system development and testing in the four tasks. This data was divided as follows.

A shot boundary test collection for this year’s evaluation, comprising about 6 hours, was drawn from the total collection. It comprised 13 videos for a total size of about 4.9 gigabytes. The characteristics of this test collection are discussed below. The shot boundary determination test data were distributed by NIST on DVDs just prior to the test period start.

The total collection exclusive of the shot boundary test set was ordered by date. The first half was used for system development, while the second half was used for testing — for story segmentation, feature extraction, and search. Eight files were withdrawn from the originally planned test collection due to poor quality. This part of the collection was distributed on harddrives by LDC.

2.2 Common shot reference, keyframes, ASR

The entire story/feature/search collection was automatically divided into shots by Georges Quenot at CLIPS-IMAG. These shots served as the predefined units of evaluation for the feature extraction and search tasks. The development collection contained 133 files/videos and 35067 shots as defined by the common shot reference. The test collection contained 113 files/videos and 32318 shots.
2.3 Common feature annotation

Ching-Yung Lin of IBM headed up a collaborative effort in which 23 groups used IBM software to manually annotate the development collection of over 60 hours of video content with respect to 133 semantic labels. This data was then available for subsequent use such as training, in other tasks. In order to help isolate system development as a factor in system performance each feature extraction task submission, search task submission, or donation of extracted features declared its type:

A - system trained only on common development collection and the common annotation of it
B - system trained only on common development collection but not on (just) common annotation of it
C - system is not of type A or B

2.4 Additional data

In addition to the MPEG-1 video data there was data created for the TDT task which was made available to TRECVID. This included the output of an automatic speech recognition system (*.as1) and a captions-based transcript. The transcript was available in two forms, firstly as simple tokens (*.tkn) with no other information for the development and test data and secondly as tokens grouped into stories (*.src.sgm) with story start times and type for the development collection. The times in the TDT ASR and transcript data were based on the analogue version of the video and so were offset from the MPEG-1 digital version. LDC provided alignment tables so that the old times could be used with the new video.

Details about each of the four tasks follow.

3 Shot boundary detection

Movies on film stock are composed of a series of still pictures (frames) which, when projected together rapidly, the human brain smears together so we get the illusion of motion or change. Digital video is also organized into frames - usually 25 or 30 per second. Above the frame, the next largest unit of video both syntactically and semantically is called the shot. A half hour of video, in a TV program for example, can contain several hundred shots. A shot was originally the film produced during a single run of a camera from the time it was turned on until it was turned off or a subsequence thereof as selected by a film editor. The new possibilities offered by digital video have blurred this definition somewhat, but shots, as perceived by a human, remain a basic unit of video, useful in a variety of ways.

Work on algorithms for automatically recognizing and characterizing shot boundaries has been going on for some time with good results for many sorts of data and especially for abrupt transitions between shots. Software has been developed and evaluations of various methods against the same test collection have been published e.g., using 33 minutes total from five feature films (Aigrain & Joly, 1994); 3.8 hours total from television entertainment programming, news, feature movies, commercials, and miscellaneous (Boreczky & Rowe, 1996); 21 minutes total from a variety of action, animation, comedy, commercial, drama, news, and sports video drawn from the Internet (Ford, 1999); an 8-hour collection of mixed TV broadcasts from an Irish TV station recorded in June, 1998 (Browne et al., 2000).

An open evaluation of shot boundary determination systems was designed by the OT10.3 Thematic Operation (Evaluation and Comparison of Video Shot Segmentation Methods) of the GT10 Working Group (Multimedia Indexing) of the ISIS Coordinated Research Project in 1999 using 2.9 hours total from eight television news, advertising, and series videos (Ruïlola, Joly, Marchand-Maillet, & Quénot, 1999).

The shot boundary task is included in TRECVID both as an introductory problem, the output of which is needed for most higher-level tasks such as searching, and also because it is a difficult problem to try to achieve very high accuracy. Groups can participate for their first time in TRECVID on this task, develop their infrastructure, and move on to more complicated tasks the next year, or they can take on the more complicated tasks in their first year, as some do. Information on the effectiveness of particular shot boundary detection systems is useful in selecting donated segmentations used for scoring other tasks.

The task was to identify each shot boundary in the test collection and identify it as an abrupt or gradual transition.
3.1 Data

The test videos contained 596,054 total frames (10% more than last year) and 3,734 shot transitions (78% more than last year).

The reference data was created by a student at NIST whose task was to identify all transitions and assign each to one of the following categories:

- **cut** - no transition, i.e., last frame of one shot followed immediately by the first frame of the next shot, with no fade or other combination;
- **dissolve** - shot transition takes place as the first shot fades out while the second shot fades in;
- **fadeout/in** - shot transition takes place as the first shot fades out and then the second fades in;
- **other** - everything not in the previous categories e.g., diagonal wipes.

Software was developed and used to sanity check the manual results for consistency and some corrections were made. Borderline cases were discussed before the judgment was recorded.

The freely available software tool [1] was used to view the videos and frame numbers. The collection used for evaluation of shot boundary determination contains 3,734:

- 2,644 — hard cuts (70.7%)
- 753 — dissolves (20.2%)
- 116 — fades to black and back (3.1%)
- 221 — other (5.9%)

The percentage of gradual transitions remained about the same as in last year’s antique videos, but among the gradual transitions there was a shift away from dissolves and toward more exotic wipes, fades, etc. Gradual transitions are generally harder to recognize than abrupt ones. The proportion of gradual transitions to hard cuts in this collection is about twice that reported by Boreczky and Rowe (1996) and by Ford (1999). This is due to the nature and genre of the video collection we used.

3.2 Evaluation and measures

Participating groups in this task were allowed up to 10 submissions and these were compared automatically to the shot boundary reference data. Each group determined the different parameter settings for each run they submitted.

Detection performance for cuts and for gradual transitions was measured by precision and recall where the detection criteria required only a single frame overlap between the submitted transitions and the reference transition. This was to make the detection independent of the accuracy of the detected boundaries. For the purposes of detection, we considered a submitted abrupt transition to include the last pre-transition and first post-transition frames so that it has an effective length of two frames (rather than zero).

Analysis of performance individually for the many sorts of gradual transitions was left to the participants since the motivation for this varies greatly by application and system.

Gradual transitions could only match gradual transitions and cuts match only cuts, except in the case of very short gradual transitions (5 frames or less), which, whether in the reference set or in a submission, were treated as cuts. We also expanded each abrupt reference transition by 5 frames in each direction before matching against submitted transitions to accommodate differences in frame numbering by different decoders.

Accuracy for reference gradual transitions successfully detected was measured using the one-to-one matching list output by the detection evaluation. The accuracy measures were frame-based precision and recall. Note that a system could be very good in detection and have poor accuracy, or it might miss a lot of transitions but still be very accurate on the ones it finds.

3.3 Results

See the results pages at the back of notebook for detailed information about the performance of each submitted run.

4 Story segmentation and typing

The new story segmentation and classification task was as follows: given the story boundary test collection, identify the story boundaries with their location.

---

[1] The VirtualDub (Lee, 2001) website contains information about VirtualDub tool and the MPEG decoder it uses. The identification of any commercial product or trade name does not imply endorsement or recommendation by the National Institute of Standards and Technology.
(time) and type (miscellaneous or news) in the given video clip(s). A story can be composed of multiple shots, e.g., an anchorperson introduces a reporter and the story is finished back in the studio-setting. On the other hand, a single shot can contain story boundaries, e.g., an anchorperson switching to the next news topic.

The definition of the story segmentation task was based on manual story boundary annotations made by LDC for the TDT-2 project and thus LDC’s definition of a story was used in the task. A news story was defined as a segment of a news broadcast with a coherent news focus which contains at least two independent, declarative clauses. Other coherent segments were labeled as “miscellaneous”.

The TRECVID story segmentation task differs from the TDT-2 story segmentation task in a number of important ways:

- TRECVID 2003 uses a subset of TDT2 dataset and only uses video sources.
- The video stream is available to enhance story segmentation.
- The task is modeled as a retrospective action, so it is allowed to use global data.
- TRECVID 2003 has a story classification task (which is optional).

With TRECVID 2003’s story segmentation task, the goal was to show how video information can enhance or completely replace existing story segmentation algorithms.

In order to concentrate on this goal there were several required runs from participants in this task:

- Video + Audio (no ASR/CC)
- Video + Audio + LIMSI ASR
- LIMSI ASR (no Video + Audio)

4.1 Data

The story test collection contained 2,929 story boundaries. About 67.6% of the material was classified as “news” in the ground truth.

4.2 Evaluation

Each group could submit up to 10 runs. In fact eight groups submitted a total of 41 runs.

Since story boundaries are rather abrupt changes of focus, story boundary evaluation was modeled on the evaluation of shot boundaries (the cuts, not the gradual boundaries). A story boundary was expressed as a time offset with respect to the start of the video file in seconds, accurate to nearest hundredth of a second. Each reference boundary was expanded with a fuzziness factor of five seconds in each direction, resulting in an evaluation interval of 10 seconds. A reference boundary was detected when one or more computed story boundaries lay within its evaluation interval. If a computed boundary did not fall in the evaluation interval of a reference boundary, it was considered a false alarm.

4.3 Measures

Performance on the story segmentation task was measured in terms of precision and recall. Story boundary recall was defined as the number of reference boundaries detected divided by total number of reference boundaries. Story boundary precision was defined as the (total number of submitted boundaries minus the total amount of false alarms) divided by total number of submitted boundaries.

The evaluation of story classification was defined as follows: for each reference news segment, we checked in the submission file how many seconds of this timespan were marked as news. This yielded the total amount of correctly identified news subsegments in seconds. News segment precision was defined as the total time of correctly identified news subsegments divided by total time of news segments in the submission. News segment recall was defined as the total time of correctly identified news subsegments divided by the total time of reference news segments.

4.4 Results

See the table in the results section of the notebook for details.

4.5 Comparability with TDT-2 results

Results of the TRECVID 2003 story segmentation task cannot be directly compared to TDT-2 results because the evaluation datasets differ and different evaluation measures are used. TRECVID 2003 participants have shown a preference for a precision/recall-oriented evaluation, whereas TDT used (and is still using) normalized detection cost. Finally, TDT was modeled as an on-line task, whereas TRECVID examines story segmentation in an archival setting, permitting the use of global information. However, the TRECVID 2003 story segmentation task provides an interesting testbed for
cross-resource experiments. In principle, a TDT system could be used to produce an ASR+CC or
ASR+CC+Audio run.

4.6 Issues

There are several issues which remain outstanding with regard to this task and these include the relatively small size of the test collection used in TRECVID 2003 compared to that used in TDT.

There is not a lot we can do about this since we are constrained by the availability of news data in video format which has story boundary ground truth available to us. Other issues associated with the particulars of the TRECVID2003 experiment include the alignment of audio/video, closed captions and ASR transcripts with the manual story bounds, the correct use of clipping points, and the definition of a news story as used in the TDT task. Should this task be repeated in 2004?

5 Feature extraction

A potentially important asset to help video search/navigation is the ability to automatically identify the occurrence of various semantic features such as “Indoor/Outdoor”, “People”, “Speech” etc., which occur frequently in video information. The ability to detect features is an interesting challenge by itself but it would take on added importance if it could serve as an extensible basis for query formation and search. The high-level feature extraction task was first tried in TRECVID in 2002 and many of the issues which that threw up were tackled and overcome in TRECVID 2003. The feature extraction task has the following objectives:

- to continue work on a benchmark for evaluating the effectiveness of detection methods for various semantic concepts
- to allow exchange of feature detection output for use in the TRECVID search test set prior to the search task results submission date, so that a greater number of participants could explore innovative ways of leveraging those detectors in answering the search task queries in their own systems.

The task feature extraction task was as follows. Given a standard set of shot boundaries for the feature extraction test collection and a list of feature definitions, participants were to return for each feature that they chose, at most the top 2,000 video shots from the standard set, ranked according to the highest possibility of detecting the presence of the feature. The presence of each feature was assumed to be binary, i.e., it was either present or absent in the given standard video shot. If the feature was true for some frame (sequence) within the shot, then it was true for the shot. This is a simplification adopted for the benefits it afforded in pooling of results and approximating the basis for calculating recall.

The feature set was suggested in on-line discussions by track participants. The number of features to be detected was kept small (17) so as to be manageable in this iteration of TRECVID and the features were ones for which more than a few groups could create detectors. Another consideration was whether the features could, in theory at least, be used in executing searches on the video data using the topics. The topics did not exist yet at the time the features were defined. The feature definitions were to be in terms a human judge could understand. Some participating groups made their feature detection output available to participants in the search task.


5.1 Data

As mentioned above, the test collection contained 113 files/videos and 32318 shots. For feature extraction this represented an dramatic increase from last year’s 1848 shots. Testing feature extraction and search on the same data offered the opportunity to assess the quality of features being used in search.

5.2 Evaluation

Each group was allowed to submit up to 10 runs. In fact 10 groups submitted a total of 60 runs.

All submissions were pooled but in stages and to varying depths depending on the number of shots with the feature found. See Table 2 for details.
Table 2: Feature pooling and judging statistics

<table>
<thead>
<tr>
<th>Feature number</th>
<th>Total submitted</th>
<th>Unique submitted</th>
<th>% total that were unique</th>
<th>Max result depth pooled</th>
<th>Num judged</th>
<th>% unique that were judged</th>
<th>% judged that were true</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>70000</td>
<td>21142</td>
<td>38.2</td>
<td>100</td>
<td>2150</td>
<td>10.1</td>
<td>1045</td>
</tr>
<tr>
<td>12</td>
<td>52000</td>
<td>18700</td>
<td>36.0</td>
<td>100</td>
<td>1815</td>
<td>6.6</td>
<td>594</td>
</tr>
<tr>
<td>13</td>
<td>53492</td>
<td>20180</td>
<td>37.8</td>
<td>200</td>
<td>2820</td>
<td>14.0</td>
<td>1483</td>
</tr>
<tr>
<td>14</td>
<td>62000</td>
<td>23100</td>
<td>34.4</td>
<td>150</td>
<td>2515</td>
<td>11.8</td>
<td>923</td>
</tr>
<tr>
<td>15</td>
<td>59000</td>
<td>19351</td>
<td>33.4</td>
<td>100</td>
<td>1830</td>
<td>9.6</td>
<td>367</td>
</tr>
<tr>
<td>16</td>
<td>66000</td>
<td>19647</td>
<td>27.7</td>
<td>150</td>
<td>2170</td>
<td>11.5</td>
<td>1956</td>
</tr>
<tr>
<td>17</td>
<td>66296</td>
<td>20917</td>
<td>31.6</td>
<td>100</td>
<td>1936</td>
<td>9.3</td>
<td>235</td>
</tr>
<tr>
<td>18</td>
<td>66491</td>
<td>18023</td>
<td>27.1</td>
<td>150</td>
<td>1921</td>
<td>10.7</td>
<td>899</td>
</tr>
<tr>
<td>19</td>
<td>69436</td>
<td>21990</td>
<td>32.1</td>
<td>150</td>
<td>3150</td>
<td>14.3</td>
<td>717</td>
</tr>
<tr>
<td>20</td>
<td>62122</td>
<td>16229</td>
<td>26.1</td>
<td>150</td>
<td>1900</td>
<td>11.7</td>
<td>258</td>
</tr>
<tr>
<td>21</td>
<td>52000</td>
<td>10435</td>
<td>20.1</td>
<td>100</td>
<td>1020</td>
<td>9.8</td>
<td>266</td>
</tr>
<tr>
<td>22</td>
<td>64000</td>
<td>23040</td>
<td>36.0</td>
<td>350</td>
<td>2765</td>
<td>12.3</td>
<td>2429</td>
</tr>
<tr>
<td>23</td>
<td>70655</td>
<td>22204</td>
<td>31.5</td>
<td>150</td>
<td>2382</td>
<td>10.7</td>
<td>585</td>
</tr>
<tr>
<td>24</td>
<td>68519</td>
<td>21156</td>
<td>30.9</td>
<td>100</td>
<td>1051</td>
<td>5.5</td>
<td>186</td>
</tr>
<tr>
<td>25</td>
<td>38000</td>
<td>5267</td>
<td>14.6</td>
<td>350</td>
<td>1465</td>
<td>26.7</td>
<td>1175</td>
</tr>
<tr>
<td>26</td>
<td>60000</td>
<td>20233</td>
<td>33.9</td>
<td>150</td>
<td>1285</td>
<td>6.3</td>
<td>340</td>
</tr>
<tr>
<td>27</td>
<td>51376</td>
<td>17907</td>
<td>34.9</td>
<td>100</td>
<td>1025</td>
<td>5.8</td>
<td>35.4</td>
</tr>
</tbody>
</table>

5.3 Measures

The treceval software, a tool used in the main TREC activity since it started in 1991, was used to calculate recall, precision, average precision, etc., for each result. In experimental terms the features represent fixed rather than random factors, i.e., we were interested at this point in each feature rather than in the set of features as a random sample of some population of features. For this reason and because different groups worked on very different numbers of features, we did not aggregate measures at the run-level in the results pages at the back of the notebook. Comparison of systems should thus be “within feature”. Note, that if the total number of shots found for which a feature was true (across all submissions) exceeded the maximum result size (2,000), average precision was calculated by dividing the summed precisions by 2,000 rather than by the total number of true shots.

5.4 Results

See the results section at the back of the notebook for details about the performance of each run.

5.5 Issues

The choice of the features and the characteristics of the test collection cause problems for the evaluation framework. Some features turned out to be very frequent. This affects the pooling and judging in ways we have yet to measure. The repetition of video material in commercials and in repeated news segments can increase the frequency of true shots for a feature and reduce the usefulness of the recall measure.

6 Search

The search task in the Video Track was an extension of its text-only analogue. Video search systems, all of which included a human in the loop, were presented with topics — formatted descriptions of an information need — and were asked to return a list of up to 1,000 shots from the videos in the search test collection which met the need. The list was to be prioritized based on likelihood of relevance.

6.1 Interactive vs manual search

As was mentioned earlier, two search modes were allowed, fully interactive and manual, though no fully automatic mode was included, a choice which has advantages as well as disadvantages. A big problem in TREC video searching is that topics were complex and designating the intended meaning and interrelationships between the various pieces — text, images, video clips, and audio clips — is a complex one and the examples of video, audio, etc. do not always represent the information need exclusively and exhaustively. Understanding what an image is of/about is famously complicated (Shatford, 1986).

The definition of the manual mode allowed a human, expert in the search system interface, to interpret the topic and create an optimal query in an attempt to make the problem less intractable. The cost of the manual mode in terms of allowing comparative evaluation is the conflation of searcher and system effects. However if a single searcher is used for all manual searches within a given research group, comparison of searches within that group is still possible. At this stage in the research, the ability of a team to compare variants of their system is arguably more important than the ability to compare across teams, where results are more likely to be confounded by other factors hard to control (e.g. different training resources, different low-level research emphases, etc.).

One baseline run was required of every manual system — run based only on the text from the LIMSI
6.2 Topics

Because the topics have a huge effect on the results, the topic creation process deserves special attention here. Ideally the topics would have been created by real users against the same collection used to test the systems, but such queries were not available.

Alternatively, interested parties familiar in a general way with the content covered by a test collection could have formulated questions which were then checked against the test collection to see that they were indeed relevant. This is not practical because it presupposed the existence of the sort of very effective video search tool which participants are working to develop.

What was left was to work backward from the test collection with a number of goals in mind. Rather than attempt to create a representative sample, NIST tried to get an equal number of each of the basic types: generic/specific; person/thing/event, though in no way do we wish to suggest these types are equal as measured by difficulty to systems. Another important consideration was the estimated number of relevant shots and their distribution across the videos. The goals here were as follows:

- For almost all topics, there should be multiple shots that meet the need.
- If possible, relevant shots for a topic should come from more than one video.
- As the search task is already very difficult, we don’t want to make the topics too difficult.

The videos in the test collection were viewed and notes made about their content in terms of people, things, and events, named or unnamed. Those that occurred in more than one video became candidates for topics. This process provided a rough idea of a minimum number of relevant shots for each candidate topic. The third goal was the most difficult since there is no reliable way to predict the hardness of a topic.

The 25 multimedia topics developed by NIST for the search task expressed the need for video (not just information) concerning people, things, events, locations, etc. and combinations of the former. The topics were designed to reflect many of the various sorts of queries real users pose: requests for video with specific people or types of people, specific objects or instances of object types, specific activities or locations or instances of activity or location types (Enser & Sandom, 2002).

![Table 3: Search pooling and judging statistics](image)

The topics were constructed based on a review of the test collection for relevant shots, but this year the topic creation process was designed to eliminate or reduce tuning of the topic text or examples to the test collection. Potential topic targets were identified watching the test videos with the sound off. Non-text examples were chosen without reference to the relevant shots found. When more examples were found than were to be used, the subset used was chosen at random.

The topics are listed with the search run results at the back of the notebook.

6.3 Evaluation

Groups were allowed to submit up to 10 runs. In fact 11 groups submitted a total of 37 interactive runs and 38 manual ones. In addition, 4 supplemental interactive runs were submitted and evaluated though they did not contribute to the pools.

All submissions were pooled but in stages and to varying depths depending on the number of relevant shots found. See Table 3 for details.
6.4 Measures

The trec_eval program was used to calculate recall, precision, average precision, etc.

6.5 Results

See the results pages at the back of the notebook for information about each search run’s performance.

6.6 Issues

The implications of the variable depth pooling have yet to be investigated.

7 Summing up and moving on

This overview of the TREC-2003 Video Track has provided basic information on the goals, data, evaluation mechanisms and metrics used. Further details about a particular group’s approach and performance can be found in that group’s site report. The raw results for each submitted run can be found in the results section of at the back of the notebook.

In 2004 the track is likely to repeat the same tasks on data from the same sources but using data taken from later in 1998. This should reduce the startup time for continuing participants and make it easier to isolate the effect of system modifications on results. The development data for 2004 will comprise both the 2003 development and test data. We are already working with ARDA and LDC to make an additional 80 hours of CNN/ABC news video from 1998 available as test data in 2004. Distribution will again be by disk drive. We hope this will be available much earlier than was the case in 2003. CLIPS-IMAG and LIMSI generously have agreed to provide the common shot definition, keyframes, and ASR one more time.

8 Authors’ note

TRECVID would not happen without support from ARDA and NIST and the community is very grateful for this.

Beyond that, various individuals and groups deserve special thanks. We are particularly grateful to Kevin Walker and his management at LDC for making the data available despite administrative problems beyond their control. We appreciate Jonathan Lasko’s painstaking creation of the shot boundary truth data. Special thanks are due to Ching-Yung Lin at IBM for heading up and supporting the common feature annotation effort, to Jean-Luc Gauvain at LIMSI for providing the output of their automatic speech recognition system for the entire collection, and to Georges Quecaver at CLIPS-IMAG for creating the common shot reference, selecting the keyframes, and formating the ASR output for distribution. CMU provided NIST with a version of Informedia to be used in exploring the test and development collections and we are grateful for this and all their help with the installation process.

Finally, we would like to thank all the participants and other contributors on the mailing list whose enthusiasm, patience, and sustained hard work continue to amaze.
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