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Abstract

This notebook paper presents the system design of the

FDU team in the TRECVID 2019 [1] VTT task. Our ap-

proach adopts temporal concept prediction as an auxiliary

task to assist caption generation. The concept prediction

module generates a context sequence that contains latent

semantic features, which are later fused into the captioning

module. We demonstrate the effectiveness of our designed

auxiliary task as well as the whole captioning system.

1. Introduction

The TRECVID VTT task (video description generation)
asks the participants to generate one sentence to describe
a video in the testing dataset. The dataset contains 1,010
videos from Flickr and 1,044 videos from Vine. Video
description (captioning) is an important task in the com-
puter vision literature. Popular methods [5, 10, 11] of video
description can generally be divided into two sub-tasks:
video representation learning and language generation. In
recent years, there are suitable deep neural networks for
both of these sub-tasks, namely CNN (Convolutional Neu-
ral Network) for learning high-level visual representation
and RNN (Recurrent Neural Network) for sequence gener-
ation. Our system design follows the approach of [11], with
an additional module that learns visual concepts in the video
to boost the visual representation that’s fed to the captioner.

2. Our System

2.1. Visual Representation

CNN learns high-level visual representation by learning
to recognize the content of images. The quality of CNN vi-
sual representation depends on the architecture (depth, con-
nection types) of the CNN and the scale of training dataset
it is trained on. For better performance, we choose the
Inception-Resnet-V2 [8] CNN pre-trained on the ImageNet-
1M [3] dataset. The visual representation is a vector of
length 1,536 and is the activation of its last pooling layer

Figure 1. The system design of our approach.

computed with a video frame as input into the CNN. Thus
the whole video is represented as a sequence of vectors, de-
noted as {v1, ..., vN}.

2.2. Concept Prediction

Although the visual representation extracted from CNN
is powerful, there is still a large domain gap between the
feature representation domain and the text domain. Thus we
designed a module that predicts the visual concepts (such as
cat, vegetable and bowl) in the video to close this domain
gap. As shown in the Figure 1, concept prediction is an aux-
iliary task in the video captioning system, and through this
task the module learns a latent semantic representation that
can be fed to the captioning module to assist caption gen-
eration. The visual representation sequence is encoded by
a bi-directional LSTM and then a fully connected layer is
used to predict concepts in the videos. The concept label is
extracted from the sentence annotations. The latent seman-
tic representations are also a vector sequence {s1, ..., sN}
which is concatenated with the visual representation.
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2.3. Sentence Generation

The goal of this module is to generate a sequence of
words {ŵ1, ŵ2, ..., ŵT } one-by-one. We use a standard
LSTM unit that takes an input (aggregated) visual represen-
tation at each time step t, and outputs a hidden state that’s
later projected into a word distribution. We adopt the dy-
namic temporal attention mechanism to aggregate the rep-
resentations when generating each word. It first computes a
set of attention weights for each element of the visual rep-
resentation sequence.
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where the W s and b are learnable parameters. The the fea-
ture aggregation is a weighted-sum of the feature sequence
with {↵t

i}Ni as the weights.
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The Ct is then fed to LSTM for word generation.

ht = LSTM(ht�1, Ct),

wt = Wwht + bw.
(4)

The final word prediction ŵt is then the one with maximum
probability (likelihood):

ŵt = argmax
i

wt. (5)

The model training is then performed by maximizing the
log-likelihood of the groundtruth words w.r.t the model pa-
rameters.

3. Experiments

We train our model on the TGIF [6] dataset, which con-
tains 100K videos and 120K sentence annotations. The de-
scription performance is evaluated by common metrics such
as BLEU [7], CIDEr [9] and METEOR [4]. We use the
TREVID 2017 test set as our validation set. We first present
our results in the validation set and compare with TRCVID
2018 winner’s approach.

Method BLEU@4 METEOR CIDEr
2018 Winner [2] 8.06 13.85 32.53

Ours w/o concept pred. 7.56 12.75 31.12
Ours 8.04 13.23 32.00

Table 1. Experimental results on the TREVID 2017 test set.

As shown in Table 1, it is clear that concept prediction
is very helpful in video captioning, and our final system is

Method BLEU@4 METEOR CIDEr
Ours 2.7 24.4 42.8

Table 2. Experimental results on the TRECVID 2019 test set.

comparable with the winner of TRECVID 2018 on the val-
idation set.

Our system’s performance on the TRECVID 2019 test
set is shown in Table 2. There is in fact only one submitted
run for our system, and our final rank in the TRECVID 2019
VTT task is 3.
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