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Tasks This Year

 Task
 To develop an automatic system to detect observable events in 

surveillance video

 Events in 2009
 PeopleMeet

 PeopleSplitUp

 Embrace

 PersonRuns

 ElevatorNoEntry
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 Events in 2010
 PeopleMeet

 PeopleSplitUp

 Embrace

 PersonRuns

Pair-wise activity



Our Results in TRECVID-ED 2010(1)

PeopleMeet #Ref #Sys #CorDet #FA #Miss NDCR
PKU-IDM/p-eSur_2 449 156 12 144 437 1.02
PKU-IDM/p-eSur_4 449 4331 11 150 438 1.025

PeopleSplitUp
PKU-IDM/p-eSur_4 187 167 16 136 171 0.959
PKU-IDM/p-eSur_2 187 157 13 144 174 0.978

Embrace
IPG-BJTU_5/p-SYS_1 175 64 9 55 166 0.967

PKU-IDM/p-eSur_4 175 925 6 71 169 0.989
PersonRuns

QMUL-ACTIVA_3 107 360 36 223 71 0.737
PKU-IDM/p-eSur_3 107 2748 2 76 105 1.006

 Compared with the best results (according to NDCR) 
this year

*Systems with 0 correct detection are excluded.
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Our Results in TRECVID-ED 2010(2)

PeopleMeet #Ref #Sys #CorDet #FA #Miss Act.DCR

2009 449 125 7 118 442 1.023
2010 449 156 12 144 437 1.02

PeopleSplitUp

2009 187 198 7 191 180 1.025
2010 187 167 16 136 171 0.959

Embrace

2009 175 80 1 79 174 1.02
2010 175 925 6 71 169 0.989

 Compared with our results last year

Improvements on both correct detection rate 
and Actual DCR!
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Our System in 2009: eSur

Fe
at

u
re

 E
xt

ra
ct

io
n

Events 
Merging

Fe
at

u
re

 E
xt

ra
ct

io
n

B
a

ck
gr

o
u

n
d

  
Su

b
tr

ac
ti

o
n

C
a

m
e

ra
 C

la
ss

if
ic

at
io

n

Post-
Processing

Automata

One VS All
SVM

Body Detection

Head-Shoulder 
Detection

Object Tracking

 Our Solution:
1. Adaptive background modeling

2. Body and head-shoulder detection and adaboost-based tracking

3. Ensemble of one-vs.-all SVM and automata-based classifiers

4. Effective event merging and post-processing
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Our System in 2010: eSur v1.2
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What are the Improvements?

 Background Subtraction
 Method: Pixel-level selective eigenbackground

 Result: Better foreground object detection with much lower false 
alarms in crowded scenes

 Head-Shoulder Detection
 Method: Multi-pose learning for detection

 Result : Greatly boost the recall

 Event Detection
 Method: SVMHMM classifier employed for pair-wise event detection

 Result : More correct detections with less false alarms than last 
year
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 Segment a frame into blocks, and model each block respectively

 One best eigenbackground is used to reconstruct the background

Our Solution (1):
Background Modeling
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 Background Modeling in 2009
 Method: Block-wise PCA

Block-wise PCA

 Shortcomings
 All training frames are used for training and no update is used in 

this process
 Background subtraction is performed on frame level. As such, not 

all pixels get the best reconstruction results. foreground

background

Many frames contain 
too many foregrounds

……



 Main Idea
 Select frames with fewer foregrounds to train eigenbackgrounds

 Background reconstruction is performed selectively on pixel level

 Adaptive thresholding strategy is employed for background subtraction

Selective Eigenbackgounds (1)
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Selective Eigenbackgounds (2)

 Frame Selection for Background Modeling
 A Gaussian model is used to describe the crowd density of a scene

 Select frames with fewer foregrounds for background initialization and 
update by judging the similarity between frames and GMM

?hsimilarity T
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 PSNR-based Model Selection
 Multiple background models are trained

 Model Selection is used to choose the background model in the 
database that most fits the observed scene.
 Peak signal-to-noise ratio 

Selective Eigenbackgounds (3)
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model selection experiment: For each frame, the PSNRs between itself and the reconstructed background images using
the trained background models are computed. Then a model can be selected according to the maximum PSNR. Finally,
the most suitable model can be determined by voting on the selection results from the 30 frames.

(a) experiment on MCTTR0201c (b) experiment on MCTTR0305d
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 Compared with several state-of-the-art methods

Experimental Results (1)

original frame GMM
[Stauffer,1999 ]

KDE
[Elgammal,2000]

Codebook
[Kim, 2005]

Bayes method
[Li, 2003]

Our method
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 Compared with other eigenbackground methods

Experimental Results (2)

camera 1

camera 3

original frame Classic PCA
(C-PCA)

Selective 
Eigenbackground 

on Pixel Level(PS-PCA)

Block-wise PCA
(FS-PCA)

camera 2

camera 5



 Compared with other eigenbackground methods

Experimental Results (3)
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Our Solution (2):
MPL Detection and Tracking

 Head-shoulder Detection: 
 Feature: Histogram of oriented gradients (HOG) 

 Classifier: Multiple pose learning [1]

 Tracking
 Online boosting [2]

 Combining color similarity to reduce drift
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[1] Boris Babenko, Piotr dollar et al, Simultaneous Learning and Alignment: Multi-Instance and Multi-Pose 
Learning, ECCV, 2008.
[2] Helmut Grabner et al, Online Boosting and Vision, CVPR,2006.



Multiple Pose Learning

 The detector works best when trained with images that 
come from a single coherent group and lie in approximate 
correspondence [1].

 Issue: Data Confusion

 Solution: Data Alignment
 To split data into groups and train classifiers for each

… … ……
17[1] Boris Babenko, Piotr dollar et al, Simultaneous Learning and Alignment: Multi-Instance and Multi-Pose Learning, ECCV, 2008.

Intra-class diversification
vs.

Inter-class correlation



Cascaded Classifiers of MPL

 Detection Framework
 Multiple Pose Learning : Simultaneously group the positive data, and 

train classifiers for each of the K groups by combining weak classifiers

 Each positive sample is scored by K weak classifiers from different 
aspects

 Cascaded Classifiers
 Classifiers are combined using a boosting manner
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Define probability as a softmax of probabilities determined by each classifier and 
optimize the loss function (i.e., the negative log likelihood), where derivative of 
the loss function gives the instance weights for each classifier



Weak Classifier

 Piecewise Function

Sample of feature distribution
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Linear separable case Linear non-separable case

Decision tree and piecewise function



Cascaded Classifiers of MPL

 Adjust the detector searching scales
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Experimental Results

Camera1 Recall Precision F

Cascade HOG 33.5% 88.8% 0.4734

MPL 53.9% 79.6% 0.6429

Camera3 Recall Precision F

Cascade HOG 30.5% 72.8% 0.4299

MPL 42.9% 66.7% 0.5222

Camera2 Recall Precision F

Cascade HOG 24.3% 81.6% 0.3745

MPL 56.0% 77.3% 0.6495

Camera5 Recall Precision F

Cascade HOG 38.5% 66.2% 0.4869

MPL 46.8% 75.7% 0.5783

 On a labeled TRECVID 2008 corpus 

21



Visualized Explanation
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Our Solution (3):
Sequential Learning for Event Detection

 Event Analysis based on Sequential Learning
 Video events are inherently time sequential patterns

 Model the activity as sequence structure and consider 
the information in and between frames

 Our current work focuses on pair activities, 

e.g. PeopleMeet/SplitUp/Embrace
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Meet, SplitUp or just Stand&Talk?
PeopleMeet !
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▲ In our implemented system,
classifier is trained for each type of event 



 Structural Modeling
 Treat event video clips as holistic frame sequences 

 A small number of adjacent frames make up a fragment

 Model the event sequence as a set of contiguous 
fragments

Sequential Learning for Event Detection (1)

Event Sequence

Fragments
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 Features of Fragments
 Describe frames of fragment and represent the fragment

 Trajectory based motion and pair features:
 Absolute velocity, acceleration

 Angular separation of moving directions

 Distance between pair of persons

 Statistics of the features within several adjacent frames

 The mean, variation, trend of distances between persons 

Fragments

Features extracted from frames describe 
the basic information of event

Statistics employs correlation within fragment
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Sequential Learning for Event Detection (2)
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 Sequence Learning
 Represent events as feature sequences, but not 

concatenated feature vectors

 Dynamics of the pattern within an event is modeled by 
Hidden Markov Model[1]

 Learning and classification processes are performed by 
an implementation of structural SVM,  SVMHMM[2]

Sequential Learning for Event Detection (3)

Features of Fragments

Handling dependencies between adjacent 
fragments using Viterbi decoding

[1] Yasemin Altun, Ioannis Tsochantaridis and Thomas Hofmann. Hidden Markov 
Support Vector Machines. International Conference on Machine Learning (ICML), 2003.
[2] Thorsten Joachims, Sequence Tagging with Structural Support Vector Machines,
http://www.cs.cornell.edu/People/tj/svm_light/svm_hmm.html
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 Decision making and Post Processing
 Divide videos for detection into test samples using sliding 

window strategy

 Sequential results are generated by SVMHMM classifiers

 Transform classification sequence to raw decision with 
voting

 Exploit priors for post-processing

Sequential Learning for Event Detection (4)

Test Sample

3 3 1 3 3 3 2 2 3 3 3 

Classification Sequence Raw Decision

▲ numbers stand for event class labels
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 Evaluation on 10  hours data from TREVID-ED 
2008 corpus
 Based on detecting and tracking results

 Compare with SVM approach of our system last year

Experimental Results

event #Ref #Sys #CorDet #FA #Miss DCR NDCR

PeopleMeet 298
★ 54 7 47 291 198.21 1.000 

◇ 29 2 27 296 200.34 1.007 

PeopleSplitUp 152
★ 81 7 74 145 195.23 0.991 

◇ 21 0 21 152 201.31 1.011 

Embrace 116
★ 82 5 77 111 196.19 0.995

◇ 44 1 43 115 200.96 1.000 

Obtain performance improvement, 
especially on the number of correct detection

★ is results of sequential learning, SVMHMM

◇ is results of last year’s ordinary SVM
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Visualized Explanation

 Experiments
 Performance improvement by SVMHMM

demonstrated with a video sample of PeopleSplitUp
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Visualized Explanation

Distance
between persons

(part of features for 
demonstration)

Ordinary 
SVM

Meet 
Meet
NaN
NaN
Split 
Split

Negative
PeopleSplitUp

SVMHMM
Positive 

PeopleSplitUp
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Evaluation Results – PeopleMeet
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Evaluation Results – PeopleSplitUp
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Evaluation Results - Embrace
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Summary

 Our participation in TRECVID-ED 2010
 Submitted 4 event detection results
 3 of them obtain improvements over the best results of last year, 

especially on correct detection rate
 Still have a much room for performance improvement!

 Making progress towards correct directions
 Selective eigenbackgrounds to enable more effective foreground 

object extraction
 Multi-Pose Learning for head-shoulder detection to address the 

data confusion problem
 Sequence Learning for event detection: SVM-HMM by modeling 

the activity as sequence structure and exploring dynamics of the 
pattern within an event.
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