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Abstract 
In this paper, we describe BUPT-MCPRL systems and evaluation results for TRECVID [16] 2014. 
Our team participated in two tasks: instance search and surveillance event detection. This year, our 
systems show superior performance in both tasks compared with the results of last year. 

Instance Search (INS): We submit three runs for automatic INS and one run for interactive search, 
and a brief description is as follows: 
 F_D_BUPT_MCPRL_1:  three local features + CNN  
 F_D_BUPT_MCPRL_3:  three local features + selective search + CNN 
 F_D_BUPT_MCPRL_4:  three local features + average query expansion + CNN 
 I_D_BUPT_MCPRL_2:   three local features + average query expansion (interactive) 

Surveillance Event Detection (SED): We focus on five events: Embrace, PeopleMeet, PeopleSplitUp, 
PersonRuns and Pointing. 
 Embrace and Pointing:  CNN (pedestrian detection + key-posture detection) + rules 
 PeopleMeet, PeopleSplitUP: pedestrian tracking + trajectory detection + HMM + rules 
 PersonRuns: pedestrian tracking + trajectory detection + linear regression + rules 

1 Instance Search 
This year, we propose a similar search framework for both automatic and interactive search tasks. 

Figure 1 shows the overview of our INS system. Firstly, video keyframes with a sample rate of 2.5 fps 
are extracted, and then, local and global features are extracted to describe the image content. In our 
experiment, three local features, Harris-Laplace detector with HSV-SIFT descriptor, MSER detector 
with RootSIFT descriptor, and Hessian detector with RootSIFT descriptor are adopted. As for global 
features, we extract deep learning features based on CNN learned from ImageNet to represent 
different instances. Subsequently, two re-ranking schemes are followed to improve the initial retrieval 
performance. The first scheme is based on weighted query expansion. In the second method, we apply 
a re-ranking step on the top 100 frames of initial search by localized search. Finally, we consider the 
maximum frame score as the shot score and rank the video shots as the evaluation results, which are 
shown in Table 1. More details will be given in the following sections.  



 
Figure 1. An overview of our system in instance search task 

 
Table 1. Results for each run 

Run ID mAP 
      F_D_BUPT_MCPRL_1 22.7 

F_D_BUPT_MCPRL_3 22.1 
F_D_BUPT_MCPRL_4 21.6 
I_D_BUPT_MCPRL_2 23.7 

1.1 Ranking with local features 

We extract three kinds of local features from each keyframe: MSER detector with RootSIFT 
descriptor [1], Hessian detector with RootSIFT descriptor, and Harris-Laplace detector with 
HSV-SIFT descriptor [2]. Three large codebooks comprising 1M visual words are subsequently 
trained by AKM [3]. Each descriptor is projected into 3 neighboring visual words. It is applied on both 
queries and dataset images. We finally use the inverted file system to efficiently index each descriptor. 

Assume two images  and  are described by feature histograms  and , the similarity 
between  and  can be represented by 

 
       (1)

where the function  determines the similarity between two images, and  is the 
normalization factor. In our system, we adopt inner product as the similarity function and SSR [1] for 
normalization since it gives superior performance than L2 normalization. 

We take advantage of E-Idf to improve the discrimination between visual words.  
 

   (2)



Besides, as discussed in some related works [4], the context around the mask in the query image is 
helpful, thus we utilize both the information provided by the regions-of-interest and the contexts 
around the ROIs for retrieval. In order to emphasis the importance of ROIs, larger weights are set on 
these regions, which further improve the accuracy of our system. 

Table 2. Performance of different local features on INS2013 

local features points per image mAP 
MSER + RootSIFT around 150 16.308 
Hessian + RootSIFT around 500 12.739 
Harris + HsvSIFT around 250 12.967 

Total around 900 21.731 

1.2 Ranking with deep learning features 

Techniques based on deep neural networks have substantially improved the state-of-the-art in many 
recognition tasks such as image classification and object detection, thus we expect deep neural 
networks will be helpful to enhance the performance of instance search. Because there is no training 
data for instance search, we are not able to train a model specific for our instance search task. 
Inspirited by [5], CNN model [9] can be used as a feature extractor. Therefore, in our system, we 
extract deep learning features by CNN pre-trained on ImageNet dataset. Convolutional neural features 
serve as global features in our tasks. We made experiments on features extracted from different layers 
of CNN on INS2013 task. From Table 3, we can see that the output of fc6 without Relu gives the best 
performance. This result is consistent with [6]. 

Table 3. Performance of convolutional neural features on INS2013 

Layer Dim Metric mAP 
Fc6 4096 L2 3.84 

Fc6 + Relu 4096 SSR 3.43 
Fc7 + Relu 4096 L2 3.07 
Fc7 + Relu 4096 SSR 2.67 

Fc8 1000 SSR 1.34 

After fusing the results from local features and convolutional neural features, we got the result of 
22.7% in INS2014 task. 

1.3 Re-ranking  

Re-ranking procedure is subsequently followed to improve initial ranking results. Two methods are 
designed to re-rank the initial result. The first method is based on weighted query expansion as 
described in [7]. This gives a mAP of 21.6%. Compared with initial ranking, the re-ranked results 
seem worse, and we will analysis the result in the future. In the second method, we apply a re-ranking 
step on the top 100 frames of initial search by localized search, but this time, the initial result is 
obtained using only local features. The re-ranking method is similar to [8], and our result is 22.1%.  



1.4 Conclusion  

We extract both local and global features for instance search. Three kinds of local features are 
extracted and fused shows that rich features are important in improving the performance. CNNs have 
recently been substantially improving upon the state of the art in image recognition tasks. However, 
CNNs cannot be directly employed to instance search task. In the next year, we will further study on 
deep convolutional networks.   

2 Surveillance Event Detection 
This year we pay more attention to the events of Embrace, PeopleMeet, PeopleSplitUp, PersonRuns 

and Pointing. In our system different algorithms are adopted to detect events accordingly. Our system 
mainly includes two parts: the retrospective part and the interactive part. The retrospective part 
consists of pedestrian detection, pedestrian tracking and event detection. The interactive part is an 
extension of the retrospective part.  

 
Figure 2 The architecture of CNNs for pedestrian recognition. 

2.1 Pedestrian Detection 

Convolutional neural networks (CNNs) achieved outstanding performance on image classification 
tasks [9], thus we apply it to pedestrian recognition. Compared to complex architecture of [9], we 
design a relatively simple CNN for pedestrian recognition on a small training dataset. The architecture 
of our CNN is shown in Figure 2. 

We collect 11538 positive images from TRECVID 2008 dataset for training and 4946 ones for 
testing. As shown in Figure 3, we only deal with the head-shoulder part of human body to suppress the 
effects of occlusion, and meanwhile, randomly sampled background windows from non-head-shoulder 
parts as negative samples.  

During the course of pedestrians detecting, a set of candidate pictures for each image of video in a 
sliding window is firstly generated [10], and then is sent to CNN to classify. Finally we refine the 
results from CNN by non-maximal suppression (NMS). Some results are shown in Figure 4. 

     
Figure 3 Training samples. Left are positive samples and Right are negative samples.  



       
Figure 4 Pedestrian detection results of four scenes 

2.2 Pedestrian Tracking  

According to pedestrian detection results, we exploit a multi-target pedestrian tracking by online 
learning of non-linear motion patterns and robust appearance models [11], a method of hierarchical 
association of detection responses, which processes detection result at different levels, where a 
non-linear motion pattern and robust appearance models for each tracked target could be learned. With 
this hierarchical association framework, we obtain a robust tracking result under the condition of 
occlusion. Finally, Gaussian process regression is used to optimize primitive trajectory to obtain 
smooth one. A tracking result is shown in Figure 5. 

  
Figure 5 Left is the primitive trajectory and Right is the smoothed trajectory 

2.3 Event Detection 

Our SED detection method in this year mainly depends on the application of CNN and trajectory 
analysis (Hidden Markov Model and Motion History Image). 
2.3.1 Embrace and Pointing 

Pointing and Embrace both have a key-pose as shown in Figure 6, so we adopt CNN, similar 
pedestrian recognition method, to recognition the event of Pointing and Embrace. We use the same 
architecture shown in Figure 2 to train models of Embrace and Pointing events. The pedestrian 
detection results with 1.5-fold expansion are regarded as the input of the network. 

    
Figure 6 Left is the samples of Pointing and Right is the samples of Embrace. We normalize the pointing direction of 

left and right to one direction. 



2.3.2 PeopleMeet, PeopleSplitUp 
We divide PeopleMeet into 3 subevents: walking closely, slowing down and stay, and then use 

HMM(Hidden Markov Model ) to model the event[13]. In our implement, trajectories of a pair of 
persons are detected, and then their distance and speed are used as features to train HMM [14] with 3 
hidden states. Besides, Forward-algorithm is used to calculate the probability of an observation 
sequence. Finally, based on constraints of some rules such as time, place etc. PeopleMeet event is 
determined. 

PeopleSplitUp could also split into 3 subevents: stay, speeding up, walking away, thus a similar 
method as PeopleMeet is used. 
2.3.3 PersonRuns 

Through computing the velocity parameter of tracked objects from trajectories, we distinguish 
PersonRuns event.Firstly, we choose the fast-moving pedestrian tracks from the large number of 
trajectories by Forward-backward Motion History Image (MHI)[15], which can filter trajectories 
belonging to stationary and walking people. Then, among the remained trajectories, a velocity 
threshold is set to distinguish running objects from the others. In order to get the velocity exactly, we 
adjust the camera distortion by linear regression. 

2.4 Interactive System 

The framework of the interactive system is similar to our proposed framework in last year[12]. For 
the automatic detection results of each kind of events, a manual intervention is applied to select the 
correct detections and eliminate the false positives within 25 minutes. During interactive procedure, 
we correct some wrong event labels. This process reduces the false alarm significantly, but contributes 
little for the missing activities. 

2.5 Experimental Results 

We show our primary run results on retrospective task in Table 4. The Embrace and Pointing results 
are detected by CNN. The PeopleMeet and PeopleSplitUp results are determined by trajectory analysis 
based on HMM. And the PersonRuns results are discriminated by MHI and trajectory analysis. 

Table 4: The actual DCR and minimum DCR of the 2014 retrospective result 

Event #CorDet #FA #Miss ActDCR MinDCR 
Embrace 26 44 112 0.8318 0.8318 

PeopleMeet 6 128 250 1.0354 1.0018 
PeopleSplitUp 19 158 133 0.9476 0.9455 

PersonRuns 8 139 43 0.9070 0.9038 
Pointing 21 57 774 0.9998 0.9953 

 

2.6 Conclusion 

This year we use CNN and trajectory analysis as our main methods. The method of CNN can work 
very well and it detects a small number of false alarms and a relatively big number of correct detection. 



The methods of trajectory analysis and Motion History Image are also potential. 
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