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Abstract. This paper aims to report the system we used in the main
task of semantic indexing (SIN) at TRECVID 2014. Our system uses a
five-stage processing pipeline including feature-extraction, feature-pooling,
feature-encoding, classification and fusion. We employed CNN-based rep-
resentation as well as other widely used hand crafted features at feature
extraction level. We report the results of all four submitted runs as well
as the improved version which we evaluated after the judgment file was
released. Our improved system achieves the infAP of 25.41% for the 30
evaluated concepts.

1 Introduction

Semantic Indexing is used as an approach for content-based video retrieval. The
main task in Semantic Indexing is defined as ’Given the test collection, master
shot reference, and single concept definitions, return for each target concept a
list of at most 2000 shot IDs from the test collection ranked according to their
likelihood of containing the target’ [1]. Based on the training data used in the
system, each method can be divided into one of the following types:

– Type A:’used only IACC training data’.
– Type B:’used only non-IACC training data’.
– Type C:’used both IACC and non-IACC TRECVID (S and V and/or Broad-

cast news) training data ’.
– Type D:’used both IACC and non-IACC non-TRECVID training data ’.

In our training we used both IACC and non-TRECVID data. Thus all of
our runs are of type D. The rest of the paper is organized as follows: Section 2
reviews the pipeline which was used for the main task. Section 3 describes the
features and descriptors used in our pipeline and finally in Section 4 we show
quantitative performance of all four submissions as well as the improved version.

2 System Overview

We used training images available to all the participants [2] as well as images
collected from web search engines including Google and Bing. We collected addi-
tional training samples (100−200 images) for 5 concepts, each with less than 200



training images. The overview of our system is shown in Figure 1. Each image
is divided into different spatial regions. Features are extracted and encoded for
each region and a classifier is learned for each feature individually. The decision
values are fused at the end to obtain the final detection score.
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Fig. 1. This figure shows the pipeline used in our approach. Images are pruned and
divided into spatial regions. Different features are extracted for each region and a SVM
is trained for each feature individually. For a given test video, the samples are fused
using our linear programing approach.

3 Features and Descriptors

In our SIN 2014 system, we extracted six different features. Five out of six are
widely used features and one of them is based on recent generation of Convolu-
tional Neural Networks (CNN) which plays a major role in the performance of
our system.

– CNN-based feature: In order to extract CNN features we used the network
proposed in [3]. The network is trained on ImageNet training images [4].
We used the output of the last fully connected layer which is a 4096 dimen-
sional vector to represent each region in the image. We used a total of 8
regions (full image, four grids and three horizontal strips). The final feature
is the concatenation of all 8 regions which makes a 32768 dimensional feature
vector.

– Dense SIFT and Harris SIFT: We extracted SIFT descriptors with two differ-
ent sampling strategies. In the first one, we densely sampled every 6 pixels at
the scale of 1.2. In the second one, we used Harris corner detector to find the
interest points. Then SIFT descriptors were computed at each interest point
with scale of 1.2. We encoded these descriptors using Fisher vector[5]. We
used PCA to reduce the dimensionality of SIFT descriptors to 80 to decorre-
late them. We randomly selected about 1 million low-level descriptors from
training data and fit a GMM with 128 components. This GMM was later
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used for aggregating low-level descriptors through Fisher vector framework.
Power and L2 normalizations were applied to compute the Fisher vectors.
Our final representation was a 163840 dimensional vector per image as we
used spatial pyramid (1× 1, 2× 2 and 3× 1).

– P-SIFT: We extracted the P-SIFT according to the method proposed in [6].
We densely sampled P-SIFT every 6 pixel across the entire image. Same as
SIFT we used PCA to reduce the feature dimension to 80 and then applied
Fisher vector to encode the features with 128 GMM components. Due to the
eight pooled regions, the dimension of final Fisher vector representation for
an image is 163840.

– Dense HOG: Similar to the Dense-SIFT and P-SIFT, we extracted HOG
features densely from the entire image. The features are sampled every 8
pixels. At each location HOG features are extracted for a patch of size 16×16.
The cell size is set to 8 in our setup. Similar to SIFT, H-SIFT and P-SIFT
we used Fisher vector for feature encoding and the final representation is a
163849 dimensional vector.

– Color Moments: For each image, we extracted 3 moments of image color
distribution, The moments are mean, standard deviation and skewness. Each
color channel has 3 moments, which makes the final representation for each
region a 9 dimensional feature vector. The dimension of final color moment
from the 8 pooled regions is 72.

4 Fusion and Classification

After extraction of the these low-level features, each feature is normalized and
used to train a Support Vector Machine (SVM). The score of each detector is
later combined in a late fusion fashion. Our fusion is based on linear program-
ming. Given classification scores on validation data, our goal is to obtain weights
to combine feature scores such that the precision for binary classification is max-
imized on the validation set. Then, the same weights are applied on test data
to perform fusion. The following equation gives the objective function of the
optimization which is based on LPBoost [7] .

min
β,ξ
−ρ+

1

νN

N∑
i=1

ξi. (1)

Subject to:

yi

F∑
m=1

βmfm(xi) + ξi ≥ ρ, i = 1, · · · , N, (2)

F∑
m=1

βm = 1, βm ≥ 0, m = 1, · · · , F (3)

where N is the number of samples in the validation set. yi are the labels
{−1,+1}, fm(xi) is the score of mth classifier on the ith sample and F denotes



the total number of features. ξi are the slack variables (greater than zero) and
βm are the weights for the mth feature. Our objective is to obtain a set of βm
and ξi such that slack variables are minimized while satisfying the margin set by
ρ and maximizing the prediction accuracy on validation set. The βs are further
constrained to be non-negative with unit norm in Equation 3. The approach is
extremely fast and takes only few seconds to find the optimal weights in the
validation set consisting of 10, 000 video shots.

5 Evaluation

In this section we will review the performance of all four submitted runs as well
as the improved version.

– Run1-Donatello: For our first run we used all the features except CNN. For
classification we used SVM with linear kernel and all the scores were fused
through the proposed fusion method. The final score for a shot is found by
taking the maximum concept scores across key-frames of that shot (max-
pooling).

– Run2-Leonardo: Our second run is similar to the first run with the difference
that CNN features are added the pool of features.

– Run3-Leonardo: For this run we only used our CNN features followed by a
linear SVM and max-pooling across key-frames of a shot.

– Run4-Leonardo: This run is similar to the second run. The only difference
is that the final score for a shot is obtained by taking the average key-frame
scores of a shot.

– Improved-run: In our improved run we used only two features: DSIFT and
CNN-based features. The kernel used for the CNN-based features is changed
from ’linear’ to ’histogram intersection’. For DSIFT features we changed the
feature extraction parameters (step size was reduced and more scales were
used).

In Fig. 2 the results of all four submitted runs are shown. Run3-Michelangelo
has the best performance among all the runs. The best results is for concepts
Beach, News Studio and Ocean.

Using the released judgment files for IACC.2.B test data we were able to
compute the infAP for our improved run. In Fig. 3 we show the performance of
the two improved features in our system, DSIFT and CNN-based features, as
well as their fusion. The infAP for only the CNN-based features is 19.98% while
for DSIFT it is 19.04%. Combining these features boosts the performance to
25.41%. This shows that these two features are complementary to each other and
fusion can boost the performance by significant margin. For Beach, Instrumental
Music, Ocean, News and Studio and George Bush, the infAP is close/more than
50%. The lowest performing concepts are: Bus, Basketbal, Hand and Telephone.
One of the reasons for that is the number of training samples ( especially for
Basketball and Bus ) is much fewer compare to other concepts.
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run1−Donatello = 12.31
run2−Leonardo = 12.56
run3−Michelangelo = 15.51
run4−Raphael = 11.15

Fig. 2. The average infAP of all four submitted runs: This year only 30 concepts out
of 60 concepts were used for evaluation. Run3-Michelangelo has the best performance
(infAP=15.51%).
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  CNN    = 19.98
  dsift   = 19.04
Fusion = 25.41

Fig. 3. The infAP of our improved system for DSIFT, CNN-based features and the
fusion of all features.
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run3−Michelangelo = 15.51
Fusion = 25.41

Fig. 4. The comparison of our best submitted run with the improved run. We were
able to improve our system by ∼ 10%



In Fig. 4 we compare our best submitted run with the improved system. As
can be seen the performance is increased by almost 10%.

Fig. 5 shows the best and average infAP reported among all the submission
to TRECVID SIN 2014 for each concept. Almost for all the concepts , the infAP
obtained by our system is significantly higher than average which proves the
effectiveness of the features used in our system. The most difficult concepts to
detect are Basketball, Bus, Hand, Telephone and Lake.
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Fig. 5. This figure shows comparison of our method with mean and maximum infAP
reported for each concept.

Finally in Fig. 6 we show the ranking of our system compared to other
participants before and after submission (only the top 54 out of 74 submitted
runs are shown). With the infAP=25.41% we are ranked 6th among all the teams
participated in TRECVID SIN 2014.
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Fig. 6. Top 54 submitted runs to TRECVID SIN 2014. Our runs are the ones shown
in orange.
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