
UCF-CRCV at TRECVID 2015:
Semantic Indexing

Amir Mazaheri, Mahdi M. Kalayeh, Haroon Idrees, and Mubarak Shah

Center for Research in Computer Vision, University of Central Florida

Abstract. This paper describes the system we used for the main task
of Semantic INdexing (SIN) at TRECVID 2015. Our system uses a five-
stage processing pipeline including feature extraction, pooling, encoding,
classification and reranking. We employed CNN-based representations,
as well as Dense and Root SIFTs as features for our system. We also
report results of our experiments with SentiBank features and data aug-
mentation techniques that did not contribute to the performance of the
final system. Our second run ‘Rostam’ achieved an infAP of 26.67% on
the 30 concepts evaluated for SIN 2015.

1 Introduction

Semantic Indexing is used as an approach for content-based video retrieval. The
main task in Semantic Indexing is defined as ‘Given the test collection, master
shot reference, and single concept definitions, return for each target concept a
list of at most 2000 shot IDs from the test collection ranked according to their
likelihood of containing the target’ [1]. Based on the training data used in the
system, each method can be divided into one of the following types:

– Type A: ‘used only IACC training data’
– Type B: ‘used only non-IACC training data’
– Type C: ‘used both IACC and non-IACC TRECVID (S and V and/or Broad-

cast news) training data’
– Type D: ‘used both IACC and non-IACC non-TRECVID training data’

In our training we used both IACC and non-IACC non-TRECVID data (since
CNN [2] is trained on ImageNet). Thus, all of our runs are of Type D. The rest
of the paper is organized as follows: Section 2 reviews the pipeline which was
used for the main task. Section 3 describes the features and descriptors used in
our pipeline, whereas Section 4 presents some experiments we did on the SIN
2014 Test set. Finally, we show quantitative performance of our four submissions
in the SIN 2015 challenge in Section 5.

2 System Overview

The overview of our system is shown in Figure 1. We used training images
available to all the participants [3]. Each image is divided into different spatial
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regions. Features are extracted and encoded for each region, the representations
for different regions are then concatenated, and a classifier is learned for each
feature individually. The decision values are fused at the end (late fusion) to
obtain the final concept detection scores for each shot. The concept scores for
shots in each video are then adjusted using reranking.

Fi
sh

er
 

En
co

di
ngTr
ai
ni
ng
 Im

ag
es
 /
 

V
id
eo
 F
ra
m
es

Deep Features

SentiBank

Pr
un

in
g

Dense + Root SIFT

Po
ol
in
g

La
te
 F
us
io
n

Fi
na

l C
on

fid
en

ce

Li
ne

ar
 S
V
M

H
om

og
en

ou
s 

K
er
ne

l M
ap

pi
ng

Re
‐r
an

ki
ng

Fig. 1. This figure shows the pipeline of our system. Images are pruned and divided
into spatial regions. Different features are extracted and encoded for each region and
a SVM is trained for each feature individually. For a given test video, the keyframes
in the shot are fused with average pooling, and concept scores for shots are reranked
using video information.

3 Features and Descriptors

In our SIN 2015 system, we extracted four different features. Two of them are
CNN-based representations, while the other two are Dense SIFT and Root SIFT.
We also experimented with SentiBank features, but due to low performance, they
were not included in the final system.

– CNN features - Relu6 and FC7: In order to extract CNN features we used
the network proposed in [2]. The network is trained on ImageNet training
images [4]. We used the representations from two layers: the output of Rec-
tified Linear (Relu) Unit of 6th layer (Relu6), and the output of last fully
connected layer (FC7), both of which are 4096 dimensional vectors. We used
a total of eight regions (full image, four quadrants and three horizontal slices)
for complete representation of each keyframe / image. The final representa-
tion is the concatenation of all 8 regions which makes a 32768 dimensional
vector, each for Relu6 and FC7. We encoded them with Homogenous Kernel
Mapping [5] with n = 5 resulting in 2n + 1 dimensional vectors, which for
our case is 360448 (4096 ∗ 8 ∗ 11).
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– Dense SIFT and Root SIFT: We densely sampled SIFT points in a given
image at multiple scales of 2

3 , 1,
4
3 and 5

3 with a step size of 6 pixels. Each
point is then described with SIFT descriptor which is normalized with `2-
norm. In addition to Dense SIFT, we also compute RootSIFT [6] descriptor
at each point. For that, we first `1 normalize the original SIFT descriptor,
compute square root of each bin and then normalize the result with `2-norm.
We encoded both descriptors using Fisher vector [7]. We used PCA to reduce
the dimensionality of 128d SIFT descriptors to 80 to reduce dimensions
and de-correlate the data. We randomly selected about 1 million low-level
descriptors from training data and fit a GMM with 256 components. This
GMM was later used for aggregating low-level descriptors through Fisher
vector framework. Power and `2 normalizations were applied to compute
the Fisher vectors. Our final representation was a 327680(2 ∗ 80 ∗ 256 ∗ 8)
dimensional vector per image as we used spatial pyramid (1 × 1, 2 × 2 and
3 × 1).

– SentiBank: In one of our recent works [8], the SentiBank [9] detectors boosted
the performance of quantifying and predicting the popularity of selfie images.
The SentiBank detectors capture mid-level adjective-noun pairs (such as
happy face, colorful clouds...) depicted in an image. We treated them as mid-
level features with a 2089-d vector per image or keyframe. Spatial Pooling
was not used for SentiBank features. Similar to CNN-features, we encoded
them with Homogenous Kernel Mapping [5] with n = 5 resulting in vectors
of length 22979 (2089 ∗ 11).

4 Experiments on SIN 2014 Test set

In this section, we report results of some of our experiments which eventually
led to the design of final system used in SIN 2015 challenge. All of the results in
this section as reported using SIN 2014 Test set.

The first set of experiments involves the optimal configuration and setting of
CNN features, summarized in Table 1. The mean fusion of Relu6 and FC7 gives
better performance than either of them. For all the experiments, we augmented
the training data with a horizontally flipped version of the original images. For
‘MAX’-pooling, we took the maximum of each bin for the 8 image features,
whereas the same features were concatenated for the ‘Stacked’ variation. Stack-
ing outperforms max-pooling by at least 2% for different combinations of Relu6

and FC7.
In Table 2, we show results of different SVM settings for the Dense and Root

SIFT as well as SentiBank. LibSVM [10] The first experiment involved selecting
optimal value for parameter C. A larger value of C > 1 puts more weight on the
constraints and resulting in longer training times. From Table 2, we can see that
C = 1 works best. We also tries Hinge-loss against Squared-Hinge loss (available
in VLFeat [11]) as the latter is smoother than the former. Our experiments
revealed that Hinge-loss is better for SIN concept detection than Squared-Hinge
loss. Furthermore, we speculate that SentiBank features did not work well on SIN
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Table 1. This table reports the results of feature representation using Deep Convolu-
tional Neural Networks (Deep CNNs). We used the pre-trained version of AlexNet [2].
These results are reported on the Test set of SIN 2014.

7 layers MAX Flip FC7 16.20%
7 layers MAX Flip Relu6 17.67%
7 layers MAX Flip FC7–Relu6 (mean) 20.20%
7 layers Stacking Flip FC7 20.10%
7 layers Stacking Flip Relu6 21.43%
7 layers Stacking Flip FC7–Relu6 (mean) 22.10%

Network  Image Pooling Augmentation Layer Number infAP

concept detection because of two reasons. First, SentiBank detectors are trained
on a clean dataset whereas IACC dataset is extremely noisy and low resolution
with most videos taken ‘in the wild’. Second, SentiBank is human-centric as it
quantifies various sentiments. On the other hand, videos for SIN competition are
not always human-centered and sentiments depicted in such videos do not offer
much information for the task of concept detection.

Table 2. This table shows the results of different SVM settings for the three non-CNN
features we experimented with when designing our system. SVM parameter C = 1 with
Hinge-loss works best on average over all the 30 concepts in SIN 2014 Test set.

C=1 C=5 C=10 C=1  C=1 C=5 C=5
Hinge Sq‐Hinge Hinge Sq‐Hinge

DSIFT 16 14.28 14.25 15.91 15.51 14.31 14.08
RSIFT 15.52 13.79 13.74 ‐ ‐ ‐ ‐
SentiBank 8.64 8.05 6.83 8.54 7.94 8.05 7.95

Feature
LibSVM VLFeat

Finally, we show the improvement achieved through reranking. Our approach
is similar to [12]. The idea is based on the assumption that the probability of a
concept occurring in a shot increases if a similar concept occurs in other shots in
a video. Given shots that belong to the same video, we find the maximum score
of each concept across all shots in the video, and add a small percentage of the
maximum score to the same concept detection scores of different shots. Figure
2 shows the improvement in performance on the 30 concepts evaluated for SIN
2014. On average, reranking gives an improvement of about 2 − 3%.
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Fig. 2. This graph shows the effect of reranking shots on SIN 2014 Test set. Reranking
maintains or improves the performance for 28 out of 30 concepts.

5 SIN 2015 Challenge Results

In this section, we review the performance of four runs we submitted to SIN
2015 challenge.

– Run1-Zaal: For our first run, we used the Relu6, FC7, Dense SIFT and Root
SIFT. For classification we used SVM with linear kernel and all the scores
were fused using mean fusion. The final score for a shot is found by taking
the maximum concept scores across key-frames of that shot (max-pooling).
Finally, we performed reranking on the final scores for each concept in each
shot.

– Run2-Rostam: Our second run is similar to the first run with the difference
that instead of using mean fusion, the linear weights for fusion were learned
on SIN 2014 Test set.

– Run3-Tahmine: For this run, we mined hard-negatives and re-trained SVM
using hard-negatives as the negative data.

– Run4-Simorgh: This run is the mean fusion of the previous two runs.

In Fig. 3 the results of all four submitted runs are shown. Run2-Rostam
has the best performance among all the runs. The best results is for concepts
Anchorperson, Computers and Motorscyle. The lowest performing concepts are
Animal, Boy, and Demonstration or Protest.

Figure 4 shows the best and average infAP reported among all the submission
to TRECVID SIN 2015 for each concept. Almost for all the concepts, the infAP
obtained by our system is significantly higher than average which proves the
effectiveness of the features used in our system. Finally, in Figure 5 we show the
ranking of our system compared to other participants (only the top 54 out of 86
submitted runs are shown). With the infAP=26.67%, we are ranked 7th among
all the teams which participated in TRECVID SIN 2015.
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Run1-Zaal = 26.25
Run2-Rostam = 26.67
Run3-Tahmine = 15.32
Run4-Simorgh = 23.76

Fig. 3. The average infAP of all four submitted runs: This year only 30 concepts
out of 60 concepts were used for evaluation. Run2-Rostam has the best performance
(infAP=26.67%) in the SIN 2015 challenge.
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Fig. 4. This figure shows comparison of our method (Run2-Rostam) with mean and
maximum infAP reported for each concept for SIN 2015 challenge.
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Fig. 5. Top 54 submitted runs to TRECVID SIN 2015. Our runs are the ones shown
in orange.
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