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Abstract 

    We presented a simple system for the 2016 TRECVID Multimedia Event 

Detection[1]. Our system follows the standard pipeline and consists two 

parts: feature extraction and classification. The feature extraction part is implemented 

by Caffe and BOW, and the classification is implemented by LIBSVM. 

 

 

1. Introduction 

 

  Automatically detecting events in videos attracts increasing research interests 

due to its usefulness in video surveillance, video content analysis, and video retrieval. 

There are great intra-class variation in the unconstrained event that makes 

it difficult to design efficient and robust systems for event detection. 

  Recently, convolution neural networks (CNN) based feature representation 

have been shown the extreme effectiveness of solving many visual problems. 

Driven by the achievements of CNN [2, 3, 4], we utilize C3D network[5] to extract 

the feature of the TRECVID MED datasets. 

 

2. Method 

 

  Metadata Generator: We first extract the frame-level feature by feeding the 

frame to the Caffe Toolkit [6] with the model shared by [7] to get the fc7 level 

feature. Specifically, for each video, we divide it into many parts whose duration is 2 

second. Secondly, we utilize C3D network to extract the feature of each part and then  

utilize the Bag-of-Words model (BOW) to encode the frame-level descriptor, and then 

we get the video representation. 

  Event Query Generator: Because of the high feature dimension, we choose 

linear SVM with LIBSVM [8] for classification.  

 

3. Conclusion 

 

  We have proposed an effective video feature for event detection. With Caffe, 

we can implement this feature easily and efficiently. 
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