Introduction

The Insight and ADAPT research centres at Dublin City University collaborated for the video captioning task proposed in the TRECVid 2017 competition. Four runs were submitted following the three approaches showed below. In the first two approaches keyframes are extracted from the videos and provided to a image-to-caption CNN-RNN model [1] that generates natural language descriptions from each image.

In these two first approaches a machine translation combination system [2] based on statistical methods is used to recombine the captions for each keyframe in a single caption for the whole video. The third approach consist on an end-to-end Deep Learning model [3] that learns to generate captions directly from the videos.

Approach 1 (run 1 and 2)
- One caption is generated for each keyframe.
- One run implemented in Pytorch and the other in Tensorflow.

Approach 2 (run 3)
- M crops are extracted for each keyframe.
- Crops based on salient regions from the image.
- One caption is generated for each crop.

Approach 3 (run 4)
- Features generated with a CNN and yielded to a 2 LSTM stack.
- The LSTM’s encode the features and decode them into natural language descriptions.

Results and Performance

- Very similar results in run 1 and 2 (both from approach 1).
- The results from the run 3 show that approach 2 needs some refinement to use the salient information from the frames.
- Run 4 is far from the other results, which might be due to the time consuming nature of the experiments.
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<table>
<thead>
<tr>
<th>Run</th>
<th>CIDEr</th>
<th>CIDEr-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.184</td>
<td>0.122</td>
</tr>
<tr>
<td>2</td>
<td>0.183</td>
<td>0.122</td>
</tr>
<tr>
<td>3</td>
<td>0.146</td>
<td>0.093</td>
</tr>
<tr>
<td>4</td>
<td>0.073</td>
<td>0.041</td>
</tr>
</tbody>
</table>

Table 1. Results for the four submissions in terms of CIDEr and CIDEr-D.