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Abstract

In this paper, we report our methods on the video to text
description task of TRECVID 2018/\l)]. The task consists
of two subtasks, i.e., Description generation and Match-
ing & Ranking. In the description generation subtask,
because no standard training data provided, we princi-
pally focused on saturating the generalization ability of our
model. Instead of exploring complex models, we investi-
gated the widely used LSTM based sequence to sequence
model[10] and some of its variants, which are simple yet
robust enough. Besides, we also reviewed some training
strategies to expand the generalization ability of our model.
In the matching and ranking subtask, we designed a two-
branch deep modell[l6]] to embed visual content and seman-
tic content respectively. The model helps to project the in-
formation from different modalities into the common em-
bedding space. Further, we examined some metric learning
losses, like triplet loss and its variants, in our experiments.

1. Data Collection

In the TRECVID 2018 VTT task, there are 1921 video
clips were provided as testing data and no standard train-
ing data. The testing data were collected from Twitter Vine
service. Each has an average duration of 6 seconds and has
been annotated Y times (where Y < 5) by different annota-
tors. The annotators were asked to include four facets (who,
what, where, when) of the video in one sentence.

We collected our training data from five datasets:
MSVDI5], MSR-VTT 2016[12], TGIF[9] and the
2016/2017 testing data of VTT[2][3]. According to the
language style and video collection source, we divide the
datasets into three groups.

1. The MSVD and MSRVTT 2016 construct the first
group, and we refer it as YouTube dataset, because they all
collected from YouTube and shared similar language style.
2. TGIF dataset, which consists of a large number of GIF
images and whose annotations followed similar collection
rules as the TRECVID data, forms the second group. 3. We
refer the old VTT testing data in 2016 and 2017 as the Vine
dataset.

To compare the effect of training data, we used the
TRECVID VTT 2017 data as the testing set, and for each
dataset, 10% data was randomly selected to perform model
selection. In our experiments, it shows that the TGIF dataset
had the best generalization ability. Although the Vine data
is of the same domain with the 2018 VTT testing data, our
model had difficulties in grasping the gist of the data, and
the generated captioning is far from being a natural sen-
tence. What’s more, we also tried to fine-tune the well-
trained models on YouTube dataset and TGIF dataset with
the 2016 VTT data, and they show a certain kind of de-
generation in 2017 VTT data. Consequently, in our final
submission, we only ensembled the models trained on Non-
Vine datasets.

2. Our Framework

Because no standard training data was provided, and the
public available large video captioning datasets are of dif-
ferent sources to the VTT testing data, and the captions have
different locution. The essential aspect is to improve the
generalization ability of the model or learn a good model
transferring from the source domain to the target domain.
In this work, we focused on enhancing the generalization
ability on unseen data. Thereby, we selected the efficient
yet straightforward sequence to sequence model as our pri-
mary model. We will introduce some variants of the pri-
mary model structure and training strategies in the follow-



ing sections.
2.1. Feature Extraction

Video can naturally be decomposed into spatial and tem-
poral components. For the spatial feature, we investigated
ResNet[7]] based network structure, such as ResNet200,
DenseNet[8]], and ResNeXt[11]. Although the RNN en-
coder network is considered to aggregating the long-range
temporal information, we still need the 3D convolutional
network to extract short-term temporal information as the
supplement. In temporal part, we examined the aligned
RGB and optical flow feature of the I3D Network[4]. In
our experiments, we find that I3D-RGB feature outperforms
the 2D convolutional features and I3D-Flow feature. In our
final submissions, we used several combinations of the spa-
tial and temporal features and ensembled them together.

2.2. Model Structures

For the sequence model, we mainly tested Mean-Pooling
sequence model and seq2seq model. In Mean-Pooling
model, we directly applied average-pooling operation on
the sequence of video features to gain a single representa-
tion. In the basic seq2seq model, the RNN encoder provides
a more efficient encoder to extract long-term information.
Further, we implemented a bidirectional RNN encoder to
model the frame sequence. To improve the capacity of the
sequence model, we evaluated multi-layer RNNs and ap-
plied residual connection between layers to contribute the
gradient propagation. Although the deeper model has better
performance in the validation set, it didn’t show equivalent
performance in VTT 2017 testing data. Because the model
complexity may hurt the generalization ability, we only use
the single-layer models in our final submission.

3. Model Ensemble and Submissions

We use SGD with momentum to train our model, and in
most case, SGD optimizer tends to have better performance
than ADAM optimizer. To ensemble the models in different
structures and different hyper-parameters, we tried to ag-
gregate the predictions of candidate models in every single
step. We submitted four runs on the Video To Text Descrip-
tion task. The methods are ranked by their performances on
the testing set VI'T 2017. And the performances on VIT
2018 testing set are listed in Table[T] We can find the pri-
mary run got the best performance in 2017 didn’t rank first
in 2018.
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