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Context and m
otivation

•
Visual storylines

are consistently used in 
new

s m
edia to present inform

ation to the 
reader.

•
In the new

sroom
, it is the job ofthe new

s 
editor to find relevantim

ages/videos that 
illustrate specific stories and organize them
in a sem

antically,visually coherentand 
appealing fashion, to create visual storylines.



Context and m
otivation

•
The goal of the Social-m

edia video story-telling linking is to autom
atically 

illustrate a new
s story w

ith social-m
edia visual content

Adversities at TDF2017 

s1 : Cyclist crash
s2 : Bad w

eather

s3 : M
echanical Problem

s

s4 : Geraint Thom
as forced 

to abandon race after crash



Approach

•
W

e propose a storyline illustration fram
ew

ork, leveraging on tw
o com

ponents:
•

A com
ponent tasked w

ith
retrieving relevant content.

•
A com

ponent tasked w
ith the organization of the retrieved relevant contentinto visually 

coherent sequence.



1 -Retrieving relevant content

Com
bine the results of 5 retrieval m

odels

Fuses them
 through Reciprocal Rank 

Fusion: w
eights each docum

ent w
ith the 

inverse of its position on the rank.

Exploit different retrieval m
odels by 

favouring docum
ents at the “top” of 

the rank.



Ranking
relevant content

•
Text retrieval (TR) using BM

25 retrieval m
odel.

•
#Retw

eets (RT): TR and m
axim

izing num
ber of retw

eets.
•

#Duplicated im
ages (Dup): TR and m

axim
izing num

ber of duplicates.
•

Concept Pool (CP): TR and extracting im
age concepts from

 the best ranked 
tw

eets, then choosing the im
age w

ith m
ore concepts belonging to the 

pool.
•

Concept Q
uery (CQ

): TR and extracting im
age concepts from

 the best 
ranked tw

eets, creating a new
 query and ranking according to it, fusing the 

ranks using RRF and choosing the im
age from

 the best ranked tw
eet.

•
Tem

poral M
odeling (TM

): TR and creating a KDE w
ith the probability of a 

tw
eet being posted at a given date then choosing the tw

eet that m
axim

izes 
that probability.
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Ranking relevant content

•
Text retrieval (TR) using BM

25 only.
•

#Retw
eets (RT): TR and m

axim
izing num

ber of retw
eets.

•
#Duplicated im

ages (Dup): TR and m
axim

izing num
ber of duplicates.

•
Concept Pool (CP): TR and extracting visual concepts, using a pre-trained 
VGG netw

ork, from
 the top-10 ranked tw

eets. Im
ages are then re-ranked 

according to the num
ber of visual concepts in the pool.

•
Concept Q

uery (CQ
): TR and extracting visual concepts, from

 top-10 ranked 
tw

eets, creating a new
 query w

ith those concepts. W
e fuse the tw

o ranks 
using a rank fusion m

ethod  (RRF), and the top ranked im
age is chosen.
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ith the probability of a 
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Ranking relevant content

•
Text retrieval (TR) using BM

25 only.
•

#Retw
eets (RT): TR and m

axim
izing num

ber of retw
eets.

•
#Duplicated im

ages (Dup): TR and m
axim

izing num
ber of duplicates.

•
Concept Pool (CP): TR and extracting visual concepts, using a pre-trained 
VGG netw

ork, from
 the top-10 ranked tw

eets. Im
ages are then re-ranked 

according to the num
ber of visual concepts in the pool.

•
Concept Q

uery (CQ
): TR and extracting visual concepts, from

 top-10 ranked 
tw

eets, creating a new
 query w

ith those concepts. W
e fuse the tw

o ranks 
using a rank fusion m

ethod  (RRF), and the top ranked im
age is chosen.

•
Tem

poral M
odeling (TM

): TR and creating a Kernel Density Estim
ation w

ith 
the probability of a tw

eet being posted at a given date. The tw
eet that 

m
axim

izes that probability is chosen.
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2 -Illustrating storylines
A visual storyline is an ordered sequence of visual elem

ents

O
ur rationale:

•
From

 a non-com
putational perspective, transitions are characterized based on the 

relations betw
een sem

antic and visual characteristics of adjacent im
ages;

•
W

e em
ulate this approach proposing a novel form

alization of transition based on 
the concept of distance.

Given tw
o sequential im

ages a and b:

The chosen feature spaces should capture the sem
antic and visual characteristics



Inferring transition quality
A Gradient Boosted Tree

regressor w
as trained to predict a rating given the 

transition distance of a pair.

Developm
ent data (2016 editions of EdFestand TDF) used for training: Annotated 

transitions (0 –
bad, 1 –

acceptable, 2 –
good

Input: Vector of pairw
ise 

distances, over different 
feature spaces, betw

een each 
adjacent pair of im

ages

Regressor m
odel

O
utput: Predicted 

transition quality

Segm
ent 

Transition



Transition features considered
Input of the regressor m

odel: Concatenation of pairw
ise distances, over 16 different visual feature spaces



2 -Illustrating storylines

W
e propose four graph-based m

ethods for storyline illustration:

Sequential w
ithout relevance (run 1): optim

izes for the transition quality of 
adjacent elem

ents pairs.



Sequential w
ithout relevance (run 1)ti,krepresents the norm

alized 
score of transition quality from

 
im

age ito im
age k.

This score is attained through 
the use of a Gradient Boosted 
Trees regressor m

odel



2 -Illustrating storylines

W
e propose four graph-based m

ethods for storyline illustration:

Sequential w
ithout relevance (run 1): optim

izes for the transition quality of 
adjacent elem

ents pairs.
Sequential w

ith relevance(run 2): leverages the transition quality of adjacent 
elem

ent pairs w
hile taking into account relevance.



Sequential w
ith relevance (run 2)Here

srepresents the 
norm

alized score of relevance
of an im

age to the segm
ent it 

illustrates.

This score is attained through 
the use of the retrieval m

odel 
described previously

Directly optim
ise the task m

etric by approxim
ating relevance and 

transitions quality:



2 -Illustrating storylines

W
e propose four graph-based m

ethods for storyline illustration:

Sequential w
ithout relevance (run 1): optim

izes for the transition quality of 
adjacent elem

ents pairs.
Sequential w

ith relevance (run 2): leverages the transition quality of adjacent 
elem

ent pairs w
hile taking into account relevance.

Fully connected w
ithout relevance (run 3): optim

izes for transition quality 
betw

een all pairs of im
ages in the storyline.



Fully connected w
ithout relevance (run 3) 

O
ptim

ise for transitions quality, for full sequences



2 -Illustrating storylines

W
e propose four graph-based m

ethods for storyline illustration:

Sequential w
ithout relevance (run 1): optim

izes for the transition quality of 
adjacent elem

ents pairs.
Sequential w

ith relevance (run 2): leverages the transition quality of adjacent 
elem

ent pairs w
hile taking into account relevance.

Fully connected w
ithout relevance (run 3): optim

izes for transition quality 
betw

een all pairs of im
ages in the storyline.

Fully connected w
ith relevance (run 4): leverages transition quality betw

een all 
pairs of im

ages in the storyline as w
ell as relevance.



Fully connected w
ith relevance (run 4)

Again, directly optim
ise the task m

etric by approxim
ating relevance 

and transitions quality:



Results -Illustration Q
uality

run 1
ns_sequential_w

ithout_relevance
0.376333

run 2
ns_sequential_w

ith_relevance
0.360444

run 3
ns_fully_connected_w

ithout_relevance
0.402111

run 4
ns_fully_connected_w

ith_relevance
0.300556

run 1
ns_sequential_w

ithout_relevance
0.483667

run 2
ns_sequential_w

ith_relevance
0.462889

run 3
ns_fully_connected_w

ithout_relevance
0.554167

run 4
ns_fully_connected_w

ith_relevance
0.506111

Illustration quality 
m

etric:

Edinburgh Festival 
2017 Topics

Tour de France 
2017 Topics



Results –
Q

ualitative Analysis
(Run 4) Fully Connected w

ith Relevance –
Street Perform

ances

✔
Relevant

✔
Relevant

✔
Relevant

✔
Relevant



Results –
Q

ualitative Analysis
(Run 3) Fully Connected w

ithout Relevance –
Street Perform

ances

✔
Relevant

✔
Relevant

✔
Relevant

✔
Relevant



Results –
Q

ualitative Analysis

X
Not Relevant

✔
Relevant

✔
Relevant

✔
Relevant

(Run 3) Fully Connected w
ithout Relevance -

Gastronom
y at Edinburgh Festival



Results –
Q

ualitative Analysis

X
Not Relevant

✔
Relevant

✔
Relevant

(Run 3) Fully Connected w
ithout Relevance –

EdFestcan be tiring

✔
Relevant



Results –
Q

ualitative Analysis

X
Not Relevant

✔
Relevant

(Run 3) Fully Connected w
ithout Relevance –

Scottish Elem
ents

X
Not Relevant

X
Not Relevant



Conclusions
W

e proposed a fram
ew

ork to com
putationally em

ulate transition quality 
assessm

ent, by leveraging on a large set of feature spaces, each capturing different 
aspects

W
ith respect to retrieval of relevant content: 

•
Retrieval com

ponent needs to be im
proved. Consider using a cross-m

odal space, 
obtained by training on external data.

•
O

ur relevance estim
ation m

odel (run 2 and 4), based on retrieval m
odels’ scores, 

needs to be im
proved.%

The proposed regressor m
odelcontributed

to the transitions quality ofstory 
illustrations



Thank you


