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Abstract

We describe details of our participation in
the TRECVID 2021 Video Summarization
task. We adopt a straightforward approach to
the task with the objective of understanding
the potential for such a strategy to address
the challenges of the task. The main strategy
of our approach is based on detecting sub-
clips containing selected characters using a
neural network; the approach relies on face-
detection algorithms and keyword search in
short clips. Our solution to the Video Sum-
marization subtask uses the same stages as
the main task, with the only difference being
that for each character’s question had a sep-
arate pool of keywords which were searched
for. Our results show that our method pro-
vides a reasonable solution to the main task,
but is less successful for the subtask.

1 Introduction

We describe details of our participation in The
TRECVID 2021 Video Summarization task [2]. This
task aimed to foster research in the field of video
summarization by asking participants to automatically
summarize the major life events of selected characters
over a number of weeks of programming of the BBC
EastEnders TV series. Task participants were required
to submit 4 summaries with 5, 10, 15 and 20 automati-
cally selected shots for each of five different characters
of the series. For our participation in the task we de-
tected episodes containing the selected characters us-
ing the provided videos, scripts, master shot bound-
aries, and fan-made short videos. The generated sum-
maries were evaluated by the TRECVID assessors ac-
cording to their tempo, contextuality and redundancy,
as well as with regard to how well they answered a set

of questions unknown to the participants before sub-
mission. For our participation in the task, we adopted a
straightforward technical approach, to examine its po-
tential for addressing the task. We trained a face recog-
nition system for BBC EastEnders characters, and used
a single method for our runs with varying constraints
on shots and the maximum summary duration.

In the next section we give details of our approach to
the task, with results and conclusions in the following
sections.

2 Approach

Our main approach to the video summarization task
is based on detecting sub-clips containing selected
characters using a neural network. Our methods rely
on face-detection algorithms, and keyword search in
short clips. Our solution to the subtask of the main
video summarization task uses the same stages as the
main task, with the only difference being that for each
character’s question had a separate pool of keywords,
which were searched for. The first stage of our meth-
ods consists of data preparation. Short fan videos from
YouTube and archived videos were used for image
dataset preparation. We first cut frames with the pres-
ence of characters who are declared in the task, then,
using OpenCV [7] methods, we sample only frames
with faces. Then, using Keras [3] augmentation meth-
ods, several datasets were created with different aug-
mentation options. The final dataset contains 4000 im-
ages for training for each class and 1000 images for
validation and testing. In general, this method of cre-
ating datasets is quite simple to perform but in future,
could be replaced by a method using Generative Ad-
versarial Networks [5] to create more accurate aug-
mented images by changing angles and lighting.

After completing pre-processing of the dataset, we be-
gan creating and training the neural network. This is a
standard deep convolutional neural network, based on



Figure 1: Phases of approach

the VGG16 principles.

Here we have started with initialising the model by
specifying that the model is a sequential model. Af-
ter initialising the model levels were added:

• 2 x convolution layer of 64 channel of 3x3 kernel

• 1 x maxpool layer of 2x2 pool size and stride 2x2

• 2 x convolution layer of 128 channel of 3x3 kernel

• 1 x maxpool layer of 2x2 pool size and stride 2x2

• 2 x convolution layer of 256 channel of 3x3 kernel

• 1 x maxpool layer of 2x2 pool size and stride 2x2

• 2 x convolution layer of 512 channel of 3x3 kernel

• 1 x maxpool layer of 2x2 pool size and stride 2x2

The next layers contain RELU (Rectified Linear Unit)
activation to each layer so that all the negative values
are not passed to the next layer. After creating all the
convolution, we passed the data to the dense layer so
for that we flattened the vector which comes out of the
convolutions and added:

• 1 x Dense layer of 4096 units

• 1 x Dense layer of 4096 units

The Tensorflow API [1] was used for model develop-
ment. After making the first models and checking them

on the first videos, we observed a problem of overfit-
ting. Regularization methods, such as kernel, bias and
activity regulazier, from the Keras API were added to
the dense layer to solve this problem. Selection of opti-
mal settings for the neural network improved detection
quality and selection of hyperparameters tuner from
Keras API helped to reduce the time for neural net-
work training. The next phase was to detect all faces in
the frames using OpenCV methods to filter out those
frames which do not contain characters. Next charac-
ters were detected in the filtered frames using a pre-
viously prepared Tensorflow model. As a result, after
this stage, we had a set in which each episode consists
of episodes containing instance of the selected charac-
ters.

The next stage of our algorithm consists of scraping
synopses from video metadata and fansites. Our hy-
pothesis was that if a character is not mentioned in the
episode synopsis, there will be no important events for
that character. This helps to filter out some episodes as
irrelevant and reduce the time spent on the rest of the
episodes. The mapping between the episodes and their
dates is in files provided by the challenge organizers.

For this, an audio track was extracted from the clip,
and speech in the audio was transcribed into text us-
ing DeepSpeech [4]. Also, an audio dataset for voice
recognition was prepared based on extracted audio
track. Then, using Librosa [6] augmentation methods,
several datasets were created with different augmen-
tation options. The final dataset contained 500 audio
chunks for training for each class and 100 images for



Figure 2: Neural network architecture

Query Percentage
Archie_Run_1 62%
Archie_Run_2 79%
Archie_Run_3 30%
Archie_Run_4 31%
Jack_Run_1 17%
Jack_Run_2 16%
Jack_Run_3 30%
Jack_Run_4 14%
Max_Run_1 27%
Max_Run_2 8%
Max_Run_3 8%
Max_Run_4 10%
Peggy_Run_1 26%
Peggy_Run_2 26%
Peggy_Run_3 25%
Peggy_Run_4 42%
Tanya_Run_1 24%
Tanya_Run_2 43%
Tanya_Run_3 44%
Tanya_Run_4 42%

Table 1: Main task detailed results

testing. Further, specific keywords were searched for
in the text file of each clip, which can serve as a flag to
determine the importance of the episode. If the neces-
sary words were found, this clip was marked as a key
clip for the specified character and added to the final
submission run.

3 Results

The average results for the team and for each selected
character are presented in Table 1 (main task) and Ta-
ble 2 (sub task). Table 1 contains results for the each
run for each selected character for the main task and
Table 2 contains results for the each run for each se-
lected character for the sub task.

Unfortunately, our approach, using keywords search,
is not very reliable for text analysis and it could not
be used for detection of special events. Probably, it
could be improved by using the bigger video dataset
with selected characters, because it may provide more

Query Percentage
Archie_Run_1 12%
Archie_Run_2 15%
Archie_Run_3 15%
Archie_Run_4 36%
Jack_Run_1 9%
Jack_Run_2 9%
Jack_Run_3 13%
Jack_Run_4 32%
Max_Run_1 12%
Max_Run_2 12%
Max_Run_3 12%
Max_Run_4 11%
Peggy_Run_1 12%
Peggy_Run_2 12%
Peggy_Run_3 12%
Peggy_Run_4 12%
Tanya_Run_1 33%
Tanya_Run_2 9%
Tanya_Run_3 33%
Tanya_Run_4 33%

Table 2: Sub task detailed results

potential major video fragments for subtask questions.

4 Conclusions

Despite its straightforwardness, our approach gives a
reasonably good result. To improve this result, a more
accurate neural network could be used, probably with
a more extensive training base using GAN algorithms
or a more sophisticated structure. Also, accurate voice
detection could be added for selected characters; our
current voice recognition results with SincNet [8] tools
were not accurate enough to include them in the final
submission.

It may be beneficial to improve handling of ques-
tions related to individual characters and to perform
a more detailed analysis of subscripts. Unfortunately,
we found that the character-detection approach is not
accurate enough for answering the subtask questions.
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