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Abstract—In this paper, we report our systems and the
evaluation results at TRECVID 2021. This year we participated
two tasks, Activity in Extended Video (ActEV) and Video to Text
(VTT).

I. ACTEV: ACTIVITY IN EXTENDED VIDEO

ActEV is a very challenging task because it requires precise
spatial and temporal localization. Our approach consists of
three parts, proposal generation, action classification, and post-
processing. Figure 1 shows the overall of our approach.
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Fig. 1. The overall of our approach of the ActEV task.

A. Proposal generation

Here, we extract candidate areas for action from the input
video. First, we use Faster R-CNN [1] to detect humans
and cars from the input frame. We utilize Faster R-CNN
with feature pyramid network [2] on ResNet-101. The model
trained on the COCO dataset was fine-tuned using the VIRAT
dataset. Next, we use deep SORT [3] to generate a tracking
trail for each object. Finally, we generate event proposals
from the trajectory of a single object, a person and a car.
An event proposal can be treated as a row of bounding boxes
cut out of each frame. In this study, we classify each of the
proposals into one of three categories, Person, Vehicle and
Person-Vehicle. “Person” category includes only events that
occurred in a single person. “Vehicle” category includes only
events occurring in a single vehicle. “Person-Vehicle” category
proposes events in relation to a human and a vehicle. If the
spatial distance between the human trajectory and the vehicle
trajectory is less than the pre-defined threshold, a bounding
box containing a human and a vehicle is proposed.

B. Activity Classification

1) Feature Extract: We extracted features for action classi-
fication in a 3D-ResNet [4] model. We used a 3D ResNet-101
model pre-trained with Kinetics-600.

2) Spatial-Temporal Classification: We utilize a bi-
directional LSTM [5] to perform temporal classification to
localize activities within spatial-temporal proposals.

C. Post-processing

Candidates after localization and classification may be spa-
tially and temporally overlap. We employ a spatially-temporal
NMS to avoid overlapping candidates.

D. Results

Table I shows the results of our systems, “UEC-1".

TABLE I
OUR SYSTEM RESULTS.

nAUDC
0.96405

System
UEC-1

E. Discussion

We found that our method was less accurate than other
methods. This may be due to the fact that our method was
hardly able to detect action classes with little training data.
Another reason could be the poor recognition of action classes
where person and vehicles interacted with each other. In order
to improve accuracy, these problems need to be solved.

II. VTT: VIDEO TO TEXT

Video To Text (VTT) is a quite challenging task. Not like
image to text where a single image is being conducted, we
have to consider and analyze the relation among the multiple
frames of each video. In addition, due to ambiguities of natural
language, the candidate of corresponding texts can be in a wide
range. Figure 2 shows the overall of our approach.

A. Method

In this section, we explain our method for the VTT task.
Firstly, we extract several frames from a given video as
inputs to our VIT model. We fine-tune the image captioning
model [6] to the VTT task.

We use the pre-trained ResNet-101 model to extract the
visual features. We then feed these visual features to the
captioning model to obtain the caption results. As the original
paper, our captioning model is implemented with attention
mechanism [7]. Each of the image is encoded into a set of
spatial features corresponding to each sub-region of the image.
And the word prediction also makes use of this mechanism.
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Fig. 2. The overall of our approach of the VIT task.

B. Dataset

Firstly, we only used the official VTT dataset which consists
of about 1k videos for training the model. However, we found
that our model worked poorly. So we determined to use the
COCO dataset [8] by integrating it with the VTT dataset.
Finally we found that the results using both the VTT dataset
and the COCO dataset were improved with this expansion of
dataset.

C. Results

Figure 3 shows some video captions generated by our
model.

Table II shows the evaluation result from our model. Notice
that we set different epochs and learning rates in each run,
which are shown in Table III.

Abride and groom walk through a crowd of people.

Fig. 3. Some video captions generated by our model.

TABLE II
VTT MODEL EVALUATION RESULT.
run BLEU | METEOR | SPICE | CIDEr | CIDEr-D
UEC.run_1 | 0.0480 0.1553 0.031 0.036 0.018
UEC.run_2 | 0.0492 0.1628 0.032 0.039 0.021
UEC.run_3 | 0.0511 0.1723 0.034 0.047 0.024
UEC.run_4 | 0.0487 0.1607 0.033 0.043 0.023

TABLE III
SETTING CONDITIONS WITH EACH OF THE RUNS.

run learning rate | epochs
UEC.run_1 3e-4 20
UEC.run_2 3e-4 30
UEC.run_3 Se-4 30
UEC.run_4 3e-4 50

D. Discussion

In this task, we extract several frames from each video while
not considering their relation and adopted a naive learning
strategy. Hence, We suppose we can improve our results if we
introduce better learning strategy and improve our model with
some methods such as optical flow.

III. CONCLUSION

This was our second time participation in the ActEV task
in TRECVID [9]. This year, we experimented with a baseline
method. Our results of this year were not as good as those of
other teams. In addition, we participated the VTT task for the
first time. We will keep improving our systems for TRECVID
2022.
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