
DCU ADAPT at TRECVID 2022: Deep Video Understanding challenge

Anastasia Potyagalova and Gareth J. F. Jones
ADAPT Centre, School of Computing, Dublin City University, Dublin 9, Ireland

anastasia.potyagalova2@mail.dcu.ie
Gareth.Jones@dcu.ie

Abstract

We describe details of our participation in
the TRECVID 2022 Deep Video Under-
standing challenge. For this task, we gen-
erated text descriptions for each video seg-
ment based on the entities recognised in
the segment. We then built a knowledge
graph, which clarifies the connections be-
tween characters, locations and other enti-
ties. This solution gave acceptable results for
the scene-level track but was ineffective for
the movie-level track queries.

1 Introduction

Our approach to both of the tasks in the Deep Video
Understanding challenge was based on feature extrac-
tion and text caption generation for the segmented
episodes. Our scene-level track solution is based on the
detection of actions in the sub-clips and selecting syn-
onyms from the list of recognized actions. The movie-
level track solution uses pre-detected entities of sub-
clips, activities and connections between them, build-
ing a knowledge graph for the whole film [1].

Text caption generation for the segmented episodes
was carried out by building connections between vi-
sual content and corresponding text descriptions. To
do this, we compared extracted features from refer-
ence images and selected frames from each segment.
For this case, if an entity appears more often than
an empirically predefined threshold (selected based on
an experimental trade-off between correct and false
recognition of entities), it is added to the detected en-
tities list. After this, we prepare a list of the possi-
ble detected actions defined by the PyTorch X3D_M
model[5]. X3D_M models provide the list of possible
detected actions with their associated probability. For
our solution, we took the top-15 predicted actions for

each video segment. For our investigation we prepared
two different lists for each video segment by using dif-
ferent models, X3D_M and X3D_S; both of these pro-
vide high accuracy on various datasets [5], [4]. Finally,
we compare scene-level queries with each of the recog-
nised list of activities and segments containing actions
(or synonyms) present in the query are selected as an-
swers.

The following steps were used to construct the knowl-
edge graph for each movie. Before the construction
of the graph, we have identified a list of detected enti-
ties and a list of detected actions for each video frag-
ment. Therefore, it was possible to generate text de-
scriptions for each video episode containing the enti-
ties recognized before. After this step, we build the
knowledge graph based on generated text annotations
[6]. Still, this graph did not help answer the ques-
tions about deeper relations between characters as it
was necessary to answer movie-level queries.

2 Approach

The scene-level track consists of several sub-tasks:
find the unique scene with a predefined list of char-
acters’ interactions and the next and previous interac-
tions between selected characters. The first step of our
solution for this track included the following steps:

• Detect all actions of the characters by using the
PyTorch X3D models. Following this step, we
have a list of the characters acting in the segment
and a list of actions detected in these segments.
These data will be used in scene-level and movie-
level tracks.

• Search for coincidences or synonyms using the
Gensim library methods[7].

The movie-level track also consisted of sub-tasks:




