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Introduction [terative memory update module

- In this paper, we present our solutions for the Activities in Extended Video (ActEV) 1n
TRECYID 2022. | | - | | | 1 READ: At the beginning of each iteration, given a
- The integration of different types of interaction is beneficial for capturing higher level P video clip 70 of the it video. the memory
spatial-temporal features. L i ’ L
- We adopt a Dynamic Interactive Aggregation Network (DIAN) (1.e., AIA [1]), which Laye:Norm fefttil)lres al;e(il)‘ead from the memory pool €2, which 1s
attempts to (1) integrates different interactive relationships through intensive series & (AL - B2l
connection, and (2) dynamically updates memory features through iterative self-learning. SOmeaX

' WRITE: At the end of each iteration, personal

cale .

=S kS features for the target clip Pt(l) are written back to

i Lin'ear oo the Memory pool Q as estimated memory
T | T features /Pt(l), tagged with the current loss value.
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The DIAN contains of (a) Interactive aggregation module: Person features, object features and memory Meimei University, '
features from the feature pool Q in ¢ are fed to IA in order to integrate multiple interactions. The output BB Lompoi o
of IA 1s passed to the final classifier for predictions; (b) Iterative memory update module: read memory M4D_team 0.9823 0.9819
features from feature pool and writes fresh person features to it.
Video encoder
Conclusion
Detector . . . . . In this poster, we adopt a Dynamic Interactive Aggregation Network (DIAN),
Bounding Box ) lezn an mput video V, N frames {f;};=, and .chps which integrates different types of interactions in the same segment in a dense
(Ci j=1 9IC uniformly s.ampled where each clip v; serial manner to adjust the weights indicating the object relations. The memory
consists of consecutive frames around each features are dynamically updated to obtain long-term temporal interaction
sampled frame f;. dependency by iterative self-learning. Experimental results on ActEV dataset
inflate | show that our proposed model has excellent performance.
S »  We use Faster-RCNN!, SlowFast?as video encoder
ign . .
to generate iteration features Pf, O°
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Figure 4: The structure of visual encoder
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