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Task Definition
• An important need in many situations involving video collections (archive video 

search/reuse, personal video organization/search, movies, tv shows, etc.) is to 
summarize the video in order to reduce the size and concentrate the amount of 
high value information in the video track.

• The task in 2022 is an extension to the VSUM task which made use of the BBC 
Eastenders dataset in 2020 & 2021.

• The goals for this track are to:
1. Efficiently capture important facts about certain persons during their role in 

the movie storyline.
2. Assess how well video summarization and textual summarization compare 

in this domain.

• This track is comprised of two main tasks: 
1. Video Summary
2. Text Summary



Task Definition – Video Summary
System task: 

• Given:
• whole original movie (e.g 1.5 - 2hrs long)
• a character
• and image / video examples of that character

• Generate a video summary highlighting major key-fact events 
about the character. Video summaries will be limited by a 
maximum summary length. 



Task Definition – Text Summary
System task: 

• Given:
• whole original movie (e.g 1.5 - 2hrs long)
• a character
• and image / video examples of that character

• Generate a textual summary to include key-fact events about the 
character role in the movie. Textual summaries will be limited by a 
maximum number of sentences.



Data
• Dataset comprised of 10 movies licensed from Kinolorber1.
• Long duration videos with a self-contained storyline.
• Videos range from 79 minutes in length to 92 minutes.

1https://kinolorberedu.com/



What is a Key-Fact Event?
• Any events that are important and critical in the character storyline.

• They should cover his/her role from the start to the end of the movie.

• Example : From the example movie “Super Hero” (below) – Character: Jeremy:

• Charlie bullies Jeremy

• Charlie and Jeremy fight at the playground

• Jeremy's mother reveals to the principal that Jeremy has a terminal illness

• Jeremy gets admitted to the hospital

• Jeremy passes away



Annotation Process
• A set of 10 human annotators:
• Watched each movie
• Selected 1 – 2 key characters for each movie
• Extracted key-facts for each character
• Key-facts later sanity checked by the TRECVID team



Movies and Selected Characters
• Archipelago

Ø Cynthia
Ø Edward

• Chained for Life
Ø Mabel

• Heart Machine
Ø Cody
Ø Virginia

• Bonneville
Ø Arvilla

• Littlerock
Ø Atsuko
Ø Cory



Assessment – Video Summary
• Assessors watched submitted video summary.

• For clips which matched with key-facts provided by prior annotators, assessors 
ticked the box for that key-fact and provided the clip number.

• Assessors then provided subjective ratings on the quality of the summary:
Ø Tempo and Rhythm (1 – 7, 7 is best)
Ø Contextuality (1 – 7, 7 is best)
Ø Redundancy (1 – 7, 1 is best)



Assessment – Text Summary
• Assessors read the submitted text summary.

• Text summaries displayed the list of key-facts sentences first followed by the 
complete text including both the key-facts and filler sentences.

• For key-facts sentences that could be said to be similar to a ground-truth key-fact, 
assessors ticked the box for that key-fact and provided the full sentence.

• Assessors then provided subjective ratings on the quality of the summary:
Ø Readability (1 – 7, 7 is best)
Ø Contextuality (1 – 7, 7 is best)
Ø Redundancy (1 – 7, 1 is best)



Metrics
• All metrics normalized (0.000 – 1.000).

• Objective-all is equivalent to recall (correct key-facts / number of key-facts).

• Precision = correct key-facts / total submitted.

• Subjective ratings 1 – 7 also normalized. For example, a redundancy rating of 2, 
where 1 is best, is flipped to become 6/7, which is equal to 0.857.



Annotation Tool – Video Summaries



Annotation Tool – Text Summaries



MSUM 2022: 1 Finisher (out of 8)

Team Organization

NII_UIT National Institute of Informatics, Japan and University of 
Information Technology, VNU-HCMC, Vietnam



Video Summary Results – Archipelago

• Character Cynthia 
performs best



Video Summary Results – Chained for Life



Video Summary Results – Heart Machine

• Character Cody 
performs best

• Not much difference 
in performance 
between characters



Video Summary Results – Bonneville



Video Summary Results – Littlerock

• Character Atsuko 
performs best on 
objective metrics

• Character Cory 
performs best on 
subjective metrics



Text Summary Results – Archipelago

• Character Edward 
performs best



Text Summary Results – Chained for Life



Text Summary Results – Heart Machine

• Character Virginia 
performs best on 
objective metrics

• Very little difference 
in performance on 
subjective metrics



Text Summary Results – Bonneville



Text Summary Results – Littlerock

• Character Cory 
performs best 

• Character Atsuko 
scores zero on 
objective metrics



Best Video Summary – Littlerock – Cory.2



Best Text Summary – Littlerock – Cory.3



Conclusions
1. Objective results (recall of key-facts) were better for Littlerock 

video summary than for any other submitted video summaries.

2. Objective results (recall of key-facts) were better for Heart 
Machine text summary than for any other submitted text 
summaries.

3. Objective results were also much better in general for video 
summaries than for text summaries.

4. Subjective results (tempo, contextuality, redundancy) were better 
for Heart Machine video summary than for any other summaries.



Conclusions
5. In general, results for text summaries were much lower than 

results for video summaries.

6. Subjective results (tempo, contextuality, redundancy) were very 
similar for Heart Machine and Littlerock text summaries. Both 
performed much better than any other text summaries.

7. 8 teams registered for this years task. Out of these only 1 team 
submitted runs. This leads to debate over whether this task 
should remain.

8. If this task is to remain, a debate still needs to happen about 
whether to include the text summary sub-task. A lot of submitted 
text summaries were well below expectations, particularly the 
readability of said summaries.


