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Abstract—This paper reports our experiments for TRECVID  z"°™™ = (gpor™ zhor™ . zR¢"™™) of an input raw vector
2008 tasks: high level feature extraction, search and comé  jrow — (zhow apav . 279v) is defined as follows:
based copy detection. For the high level feature extraction
task, we use the baseline features such as color moments,
edge orientation histogram and local binary patterns with S/M prorm _ (@] — p)
classifiers and nearest neighbor classifiers. For the seardask, ¢ o
we use different approaches including search by the basekn
features and search by concept suggestion. And for the vidempy where 2™ and 27 is the i-th element of the feature
detection task, we study two approaches that are based on the vectors z"°"™ and z"%“ respectively,N is the number of
pattern of motions in feature point trajectories and matches of all - dimensionsy is the meanu; = % Zl\il 27 and o is the
frame pairs using normalized cross correlation. Our approxhes standard deviation =
can be considered as one of the baseline approaches for ewation
of these tasks.
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I. HIGH LEVEL FEATURE EXTRACTION o= | (5 D 2w — p;)?
i=1

A. Method Overview

In our framework, features are extracted from the input We used the annotation data of TRECVID 2005 and
keyframe images representing for shots. We extracted fiv®@ECVID 2008 [6] to form the training sets. We divided the
keyframes per shot that are spaced out equally within tR&ginal training set into 4 subsets. We form each subset by
provided shot boundary. In the training stage, we use theg@domly selecting a maximum of 10,000 samples from the
features to learn SVM classifiers and nearest neighbor cl@iginal positive and negative sets. By this way, we can kend
sifiers. These classifiers are then used to compute the t&®& Problem of imbalanced training sets (99% is negative).
output scores for the test image in the testing stage. Théd#thermore, we did not merge the training sets of TRECVID
output scores can be further fused by taking the average #8105 and TRECVID 2008. Instead, we used them separately.
computing the final output score. In order to retuthshots Therefore, we have 8 sub-training sets, 4 subsets for each.
most relevant for one concept query that then are evaluatedts for SVM classifiers, LibSVM! is used to train SVM
and compared in TRECVID benchmark, all normalized finglassifiers with RBF kernel. The optim@l’, g) parameters are
output scores of shots are sorted in descending order and fi@gnd by conducting a grid search with 5-fold cross valioiati
K shots are returned. In the case of a shot consisting of devé@ a subset of 1,500 samples stratified selected from the
sub-shots, only the maximum score among subshots’ scoregfiginal dataset.
used for that shot. As for nearest neighbor classifiers, in the training stage,

As for feature extraction, we used three types of featurt®y each training set, we build a SASH structure [1] for fast
color moments, edge direction histogram and local binaggtimation of nearest neighbors. In the testing stage,doh e
patterns. These features are extracted from a 5x5 grid test image, we make a query using this image to the images
the input image, normalized to zero mean and unit standdfdthe training set and select top 100 nearest neighbors. The
deviation and then stored for training and testing. Spexific
the normalized vector Lhttp://www.csie.ntu.edu.twicjlin/libsvm



prediction scores is computed as follows: Most of our runs are type-a runs since we only use the
fDistNeg — fDistPos annotation data of TRECVID 2005.

Score =
fSeore fDistNeg + fDistPos’ B. Result

where fDistNeg and fDistPos are the nearest distances e submitted 6 runs (fully automatic) and the results are
from the query image to negative and positive images in thown in Table 1. Our best run (NII-1-A) is close to the
nearest neighbor set described above. median (MAP 0.013). This run, which fuses the scores of
B. Result text-based search and image-based search, achieved niax wit

We submitted 6 runs and the results are shown in Tableqluery 253. Our system usually has low recall while the

There are two type runs among the 6 runs that only usé)recmon of top 20 shots is quite good. Therefore, when the

; otal number of relevant shots is small, our system is uguall
TRECVID 2005 dataset. Our best run is NI-2-A (MAP o, 0. example, query 253, there are only 17 relevansshot
0.088), which is fusion of SVM classifiers trained on %V . - .
. . e found 2. 1 of them is ranked in first 5 shots. It might
baseline features using only TRECVID 2008 dataset. The . i
o Y : explain the case of US-Flag of our system last year. There
training data set had significant effect on the final perforcea . )
For example. performance of NII-2-A using TRECVID 200ire only 6 relevant shots and we found 2 of them in the first
- Pi€, : 9 shots. The result of NII-4-A is bad since it has bug in our
training set (MAP 0.088) is much better than that of NII-3-a

using TRECVID 2005 training set (MAP 0.037). Fusion of Plementation. The result of NII-3-a s not good since wa di
ot process the phrase "one or more people ...” in the quety te

those of using different training sets made performance a ﬁ% : .
at causes the same suggested concepts for all queriegyhavi

worse (NII-1-A (MAP 0.082) vs Nil-2-A (MAP 0.088)). .o phrase. Our best type-a run NIl-2-a achieved promising
In addition, our trial on using nearest neighbor classifiers :

: . X - .~ “result with MAP 0.011.

is not so bad. It is close to the median. It is interesting to

see NII-3-a run, which uses TRECVID 2005 training set with I1l. CONTENT-BASED COPY DETECTION

SVM, has the same performance with NII-5-A, which uses

TRECVID 2008 training set with K-NN. This section reports our experiments on the content-based

copy detection pilot task of TRECVID 2008. In these ex-

Il. SEARCH periments, we have addressed two approaches that are based
A. Method Overview on the pattern of motions in feature point trajectories and
e@atches of all frame pairs using normalized cross cormaati

run (NII-6-a). Specifically, for each shot, we extracted th CC). As for the former one, we investigate the following

transcript of that shot and that of the neighbor shots (SSshclt)isueS: (1) whether motion features are appropriate foctmy

. etection task? (ii) whether the fusion of spatial regt&ira
before and after the current Sh.OI' In tota_l, the transpnpﬂsl based on local feature can help to improve the final detection
shots were used). The transcripts were indexed using Lécene

o . erformance? As for the latter one, we perform all pairwise
built-in Solr, an open source for search using text. For ea . .
. . ¢comparison between frames of database videos and frames of
guery, it text was used to retrieve and rank relevant shots.

. ) a reference video and investigate how efficient this apgroac
We used the same features as in the high level feature g P

extraction task for search by visual examples (NlI-5-a). We’
extracted key frames from the example shots and compute fieMotion-Based Approach
similarity scores between the query frames to all keyfraofes

the test set (we extracted five keyframes per shot for exampIeﬁThis approach is composed of an offline process and an
. .ronline process (Fig. 1). The offline process first decomposes
shots and test shots) using the above features and Euclid P (Fig. 1) b P

distance. These scores of each feature are then fused ahd §|§/§n V|d_eos into shots by comparlng RGB h|stograms_ of
consecutive frames. KLT tracker is applied to obtain trajec
to rank relevant shots.

. . . tories from each shot. From each trajectory, the approach
In run NII-3-a, we first perform concept suggestion us;lc\i61 J Y PP

We used ASR/MT transcripts for the required text-bas

_ xtracts inconsistency sequence and discontinuity seguen
the description of the query and 374 L.SCOM concepts. ese terms will be explained later). Note that a shot may
picked top 3 relevant concepts and their relevant scores.

e . . .

- correspond to several trajectories (in our case up to 200

used the prediction scores of these concepts on the test e{ PO J . ( ° Uup o

. : . trajectories), and each trajectory is then associated waith
for fusion. The fusion weights are the relevant scores netir . . . .
. . inconsistency sequence and a discontinuity sequence.

by the concept suggestion stage. To implement the conce . . .
: : .~ "The online process then matches all pairs of shots in the
suggestion stage, we used Solr to index the text description,, . : . . .
aH:hlve to obtain copies. Given a pair of shots, the approach

of LSCOM concepts. For each query, its description was use Lo . .
: valuates the similarity between shots assuming all plessib
to find relevant concepts. We used the system developed For

the high level feature extraction task to train classifierstfie Eﬁznpg\rlzgllu(;ftfzgtz. maetcilmlla;;ry c?:st;,t\)lleeego?nt?iﬁgtig;ssr:r)stsa;s
374 LSCOM concepts. y galp P

of trajectories between the two shots. If a certain fractibn
2http://lucene.apache.orgljava/docs/index.html the trajectory pairs are similar to some extent, the siritylar
3http://lucene.apache.org/solr/ between the shots will become close to one (match). The



RunID

Description

MAP

A_NII-1-tv08+05-svm-hl 1

NII-1-A: Fusion of TV2008 and TV2005 devel sets|-

Feature: GCM+G_EOH+G_LBP -
Total: 24 classifiers per concept 0.082

Classifier: SVM -

A_NII-2-tv08-svm-b] 2

NII-2-A: Fusion of TV2008 devel sets -
Classifier: SVM -
Feature: GCM+G_EOH+G LBP -
Total: 12 classifiers per concept 0.088

a_NII-3-tv05-svm-b] 3

NIT-3-a: Fusion of TV2005 devel sets -
Classifier: SVM -
Feature: GCM+G_EOH+G_LBP -
Total: 12 classifiers per concept 0.037

A_NII-4-tv08+05-knn-bl 4

NII-4-A: Fusion of TV2008 and TV2005 devel sets

Feature: GCM+G_EOH+G_LBP -
Total: 24 classifiers per concept 0.031

Classifier: KNN -

A_NII-5-tv08-knn-bl 5

NII-5-A: Fusion of TV2008 devel sets -
Classifier: KNN -
Feature: GCM+G_EOH+G LBP -
Total: 12 classifiers per concept 0.037

a_NII-6-tv05-knn- bl 6

NII-6-a: Fusion of TV2005 devel sets -
Classifier: KNN -
Feature: GCM+G_EOH+G LBP -
Total: 12 classifiers per concept 0.014

TABLE |
THE PERFORMANCE ONII’ S RUNS FOR THEHLF TASK.

RunID Description MAP
F_a 2 _NII.R1-FuseAll 1 NII-1-A: Fusion of NII-3-a, NlI-4-A, NlI-5-a and NII-6-a 0.013
F_a 2_NII.R2-VisualConceptFusior? NIl-2-a: Fusion of NII-3-a and NII-5-a 0.011
F_a 2_NII.R3-NearbyLSCOMConcepB | NII-3-a: Concept suggestion using Solr and 374 LSCOM conhdefectors 0.007

F_a 1 NII.R4-LearnedDistancet

NII-4-A: Fusion similarity scores based on the global dis& which is learned by RCA 0.001

F_a 1 NII.R5-VisualBL_5

NIl-5-a: Fusion similarity scores based on 3 baseline feat& CM+G_EOH+G LBP 0.010

F_a 1_NII.R6-TextBL_6

NIl-6-a: Text only - Search by Solr 0.012

Shot Boundary
Detection

Interest Point
Detection and Tracking

TABLE Il
THE PERFORMANCE OFNII’ S RUNS FOR THE SEARCH TASK

Interest Point
Trajectories

~ Offline Indexing

Online Detection
Detected
Copies

Inconsistency
Feature Extraction

Discontinuity
Feature Extraction

Shot Similarity
Evaluation

Trajectory
Similarity Evaluation

Candidate
Trajectory Pairs

Fig. 1.

Framework overview.

patches containing a single uniform motion, the inconsiste
will be close to 0. For all small patches located at spatio-
temporal motion discontinuities or changes in the motion
direction or velocity, the inconsistency will be close to 1.

In the original study [3], image is decomposed into many
small patches, and inconsistency is computed from all gatch
This requires excessive computational burden. In our work,
we first extract trajectories from shots, and only extract
inconsistency values of patches on the trajectory (Fig. 2).
This results in a sequence of values for each trajectory. We
call such a sequence an inconsistency sequeri¢gl;) of
trajectory T/, expressing the inconsistency value at time
Fig. 3 shows an example of inconsistency sequences. After
smoothing an inconsistency sequence with a Gaussian, we
detect the local maxima and regard them as discontinuives.
generate a discontinuity sequendg; ;) of 77 as a binary

inconsistency sequences and discontinuity sequences-gesequence where 1 corresponds to a maximum (discontinuity)
ated in the offline process are referred to for evaluating tlaed O otherwise. This pattern captures spatio-temporabmot
similarity between trajectories.
1) Feature Calculation:To detect motion patterns, we use

inconsistency [3], which is known to work well on mo- 2) Temporal RegistrationWe use these two sequences for
tion estimation from video sequences of complex dynamiarther video matching. The basic idea is to check whether th
scenes. Image is decomposed into many small spatio-tempaonation discontinuities of each trajectory occur at almbst t
patches[pizels] x 7[pixzels] x 3[frames]). For all small same timing. Given two trajectories, with trajectdFy fixed,

discontinuities or changes in the motion direction or vidjoc



‘Feature Point & Trajectory  temporal offsetr is then defined as follows:

L ‘Space-time Patch Sim(Ty||Tasr)

_ 2 (d(#:Ty)+d(t—7;T))NCC(c(t;Ty ), c(t—7;Ta)it—w,t+w) (1)
- > (d(t:T1)+d(t—7;T2))

{consi(t) | i=1,..., #tfeatures] NCC(e(t:Tr) e(t:Ta) it t2)
NP2, (e T) ST (e Ta) ~e(T3) @)
V/E(e(t:T1) ~e(T1)2 X2 (e(tT2) —o(T2))2

consi (t)

Fig. 2. Calculation of features for trajectories.

where NCC(eq, c2;t1, t2) is the normalized cross correlation
between inconsistency sequences for< t < ts, ¢(T;) is
the average of(¢; T;) for t; < t < to. NCC is computed
at frames wherel(¢; 1) = 1, d(t — 7;T») = 1 or both, and
averaged.

On the basis of the similarity between trajectories, we then
define the similarity between a trajectory and a shot, i.egta
of trajectories. From here onwards, the temporal offsés
omitted for the sake of readability. The similarity betwetka
j™ trajectory inS; (Z7) and another shots) is defined as
the similarity between the trajectof; and the most similar
trajectory amondl’y:

180
160
140
120
100

Inconsktency* 256

Fig. 3. Inconsistency of feature points.

The graph shows two inconsistency sequences corresponditm Sim(T{||S2) = max Sim(TfHTzk) )
the feature points of two duplicate shots taken from different
viewpoints. Since the feature points are in correspondence The similarity between shaf; andS; is defined as follows:
the two inconsistency sequences have almost identical teomal

patterns. Sim(S1][S2) = avg Sim(TfHSZ) (4)
top p%
. 1, .. .
Szm(Sl,Sg) = 5(5’”71(51”;92)+SZT)’L(S2||S1)) (5)

trajectoryTs is gradually slid by changing the temporal offset A  the tons% of Sim(T’ il b d for th
7 (Fig. 4). If there is at least 1 frame where discontinuitie mong j, the topp% of Sim(T7]|5;) will be used for the

R . §verage. This is to discard noises (outliers) due to oamfusi
match, we compute the similarity between these two trajectg telop or captions

rles. 4) Fusion with Local Feature RegistratioWe use a local-
feature-based method (LIP-IS+OO0S) [2] as preprocessing.
‘ LIP-IS+OO0S is known to work well on distinguishing near
TrajectoryTy | [ [ mn i [ duplicate from noisy video pairs that are entirely visually
| D000 different. Because it uses spatial coherence as the video
; matching criteria, LIP-IS+OOS is much more sensitive to the
3 M difference between completely unrelated videos. We use LIP
TrajectoryT, | | IS+OOS to generate as many copy candidates as possible. The
| T21s gradually slid by changing the temporal offset tmhotiton—b{t;lsed approach is used with only these candidates as
! e target.

Temporsioftsec s, [ 1 1 1 We extract multiple keyframes from each shot in the test
DFrame where discontinuity occurred IFrame where discontinuities matched data, and extract the middle keyframe from each shot in the
guery data. In the case of the test data, the shot length is
Fig. 4. Detection of matching discontinuities. equally divided, and the frames at the points of division are
selected as the keyframe. In equation terms, given the shot
length L, the Ai,‘flth frames are extracted as the keyframe,
with i = 1---N and N = 3. The similarity between the

S L . .__query shot and the test shot is evaluated by calculating the
3) Shot Similarity:To evaluate the S|m.|lar|ty of traJeCtO”e.Smaximum similarity among all possible keyframe pairs of the
T, andT>, we compute the local normalized cross correlatiof

. A I S .~ two shots:
centered at all discontinuities within a certain window thid
w, and the average of these values is used as the similarityst%l;n
trajectories. The similarity of trajectori€s, and 7, given a

(SquERy,STEST) = m?«XS'L'm(KQUERYaK%EST) (6)



5) Experiments:We tested our approach with the datases *°
of TRECVID 2008. All experiments were performed on
workstation (Dell Precision T7400, 2.83 GHz, 16 GB RAMZ 1o
4GB x 4, Windows Vista(R) Ultimate). All code was written £

in C++ and compiled by GCC.

The experiment required certain parameters to be set fii o1
The KLT tracker needs the number of feature points to |
tracked. This value was set to 200, as mentioned before. 1

approach required two shots to overlap by more than a certain

number of framed), [frames]. If the overlap is less than

= . . . . 3 s . . 3

ig 1000.0

:é 10.0

s

?) 10

E ] ] O O O ] ] ] |
1 1 1 . 1 |
2 4 6 8 10

Transformation number
Run score (dot) versus median (---) versus best (box) by transformation
Fig. 7. Copy detection processing time.

0, = 120, the similarity between the pair of shots is defined

to be zero (no match). A shot was considered to be lacking

enough motion information and unsuitable for our trajegtor filtering of LIP-IS+O0S; (2) shot-based implementation) (3
based approach if it containgy = 20 trajectories or less dependence of motion.

for which the discontinuities were more th@p,r = 5. The
window size to calculateVCC was set tow = 14 (totally
2w + 1 = 29 frames). The window size to calculate the loce  *
maxima of inconsistency sequences to obtain the discatyint
sequences was set to = 5 (totally 2w + 1 = 11 frames).

p which was used to calculate the similarity between shc
50%. All parameters including the ones

was set top% =
mentioned above were determined empirically.

The evaluation results on detection accuracy, location-ace, * ==
racy, and copy detection processing time are shown in Figs *[pm

Fig 6, and Fig 7.
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Flg 5. Detection accuracy.
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Fig. 6. Location accuracy.

Detection Error Tradeoff Curve
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Fig. 8. DET curve of transformation 5.

In this work, we used LIP-IS+OQS for removing noise and
filtering out entirely visually different video pairs. 285,680
pairs were reduced to 1,053 pairs so that many copies might
be excessively filtered out. This problem can be improved by
further parameter tuning. Second, our approach is shatehas
Too short shots, shots with too few trajectories, and shinspa
the overlapping part of which is too short, are all rejected.
Especially shaky videos, e.g. home videos, videos with fre-
guent flashes, or cartoon films, tend to generate very short
shot. As a result, 1,053 pairs are reduced to 773 pairs. Many
useful and informative trajectories might be rejected sat th
corresponding copies cannot be successfully detected Thi
problem can be improved by more reasonable implementation.
Finally, our approach depends on motion so that videos of
static scene, where no enough motion information is avigilab

6) Discussion:Detection AccuracyFrom Fig. 8, we found are not suitable for this approach.
that the miss probability of our motion-based approach isLocation Accuracy By observing the experimental result,
higher relative to the false alarm rate. In other words, owe found that in terms of location accuracy, the mean pragisi
motion-based approach tends to obtain higher precision asfdour approach is 89.90% while the mean recall is only
lower recall. There are two possible reasons: (1) excess#&.16%. This might be due to our shot-based implementation.



Database Video

<« copy portion

32
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Reference Video
copy portion

[

diagonal lines may be thick to some extent, we scan the
matrix at a fixed interval. The method scans elements of every

frames vertically and horizontally, and it finds element 1

(matched frame pair), the method start scanning diagotally
find start and end points of the line segment.

2) Discussion: Since the method is basically based on
NCC, i.e., pixel-by-pixel comparison, the method is very
sensitive to geometrical distortion such as picture-ictype,
cropping, etc. Therefore, the method achieves very pocr per
formance for T1-3, and the combination of these, T8-10. The
method shows relative robustness to T4-7, where intensity-
based distortion is added such as contrast change, blse,noi
etc. Obviously handing of geometric distortion is needed.
Since the method requires comparison of all frame pairs, and

then raster scan of matrix showing frame matching result, it

Fig. 9. Frame-to-frame matching matrix

Especially because many short shots were rejected in rﬂigteri[l]

is very slow. Intense speedup is desired.
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between frames of database videos and frames of a reference

video. Assume that an N-frames database video and an M-
frame reference video is given. After comparison of all feam
pairs finishes, the matching result can be represented by-an M
by-N matrix, whose elements show if a corresponding frame
pair matches (1 or black) or does not match (0 or white).
Figure 9 shows an example of matrix. As shown in the figure,
video copy portions can be observed as diagonal lines. dssue
are how to obtain matching result of frame pairs, and how to
search diagonal lines in the matrix.

Frame pairs is matched by using normalized cross corre-
lation (NCC). No color information is used, and thus frame
images are first converted into grey scale images. NCC com-
putation requires pixel-by-pixel comparison and thus comp
tationally very intense. So, to approximate NCC, we convert
(grey scale) images into normalized intensity histograntjN
[4], [5], and image similarity is calculated by L1 distance
between NIH. It was proved that NIH can well approximate
NCC.

Then the matrix is scanned to find diagonal line segments.
This is basically done by raster scanning of the matrix.
However, since the matrix is typically very sparse and the



