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ABSTRACT

This paper describes the experiments carried out by the
UC3M team for the TRECVID 2009 high-level feature
extraction task. Last year, during our first particiation in
TRECVID, we developed a modular system to facilitate the
testing of several functionalities. This year we have focused
on analyzing different configurations: an early/late fusion of
some low level features, different classification technologies,
validation parameters, the usefulness of a feature extraction
stage, and two possible fusion alternatives. This analysis has
provided a large set of combinations for the system set-up
and, therefore, a large number of potential runs to be sub-
mitted to TRECVID; however, in the light of the results on
a validation set, we have selected the following four system
configurations:

• RUN 1 (“A UC3M 2 1”): this is our baseline, which
is characterized by including early fusion keyframe
features, considering a set of classical SVMs validated
with the AP parameter as classification learners, apply-
ing a feature selection process to remove the useless
learner outputs, and employing a linear SVM to fuse
the selected learner outputs.

• RUN 2 (“A UC3M 4 2”): this run has the same config-
uration as RUN 1, but KOPLS technology is used as the
classification technology instead of a classical SVM.

• RUN 4 (“A UC3M 15 4”): this run also has the same
configuration as the baseline, but now the F score as the
validation criterion to adjust the SVM free parameters.

• RUN 3 (“A UC3M 35 3”): this run employs the same
configuration as RUN 4, but the fused output is gener-
ated as a linear combination carried out with a ranking
SVM.

Additionally, the last two runs have been used to estab-
lish a comparison between discriminative and generative ap-
proaches of the well known bag-of-words model. In particu-
lar, these runs use only local features described by means of
visual words:
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• RUN5 (“A UC3M 50 5”): this run tests the perfor-
mance of a generative bag-of-words approach that
models the spatial distribution of visual words along
the visual documents.

• RUN6 (“A UC3M 51 6”): this run is associated to a ba-
sic discriminative bag-of-wordsmodel that uses a SVM
over the histograms of visual words.

The six submitted runs have achieved average InfAP val-
ues from 0.05 to 0.09 which places our designs in the second
quartile of all TRECVID 2009 submitted runs.

1. INTRODUCTION

The main goal of our participation in the TRECVID high-
level feature extraction (HFE) competition has been to ana-
lyze different configuration alternatives for the components
of the modular system we presented last year. This system
consists of four processing steps: (1) a low level feature ex-
traction layer, (2) a supervised learning step, (3) a feature se-
lection process to choose the most adequate learner outputs
and (4) a final fusion stage. As we have explained, our ef-
forts have mainly focused on analyzing different system con-
figurations. In particular, we have considered the following
elements for each step of the system:

• An early/late fusion of low level features: we have con-
sidered, on the one hand, using each low level feature
as the input of an individual classifier and, on the other
hand, merging some simple features into a unique one
so that the relations between these can be exploited at
this early fusion step.

• Classification technologies: we have analyzed whether
employing other classification technologies different
from classical SVM can provide or not significant per-
formance improvements. For this purpose, we have
used several classification techniques as base learners,
namely: the classical SVM [1], a modified ranking
SVM [2], and a KOPLS classifier [3].

• Validation parameters: in order to adjust the different
free parameters of the above learners, we need an ap-
propriate criterion; due to fact that the final TRECVID



results are measured in term of InfAP, using the AP pa-
rameter as the validation criterion seems reasonable, we
have decided to explore other alternatives such as the
balanced classification error and the F score [4].

• Feature selection: after training all learners, we have
included a feature selection step, so that we can remove
the worst-performance learners and, consequently, fuse
only the most appropriate learner outputs in the follow-
ing system step.

• Fusion stage: two possibilities have been explored to
carry out a linear combination of the (selected) learner
outputs: a classical linear SVM and linear ranking
SVM.

Since the analysis of these configurations has provided a great
variety of runs, we have calculated the validation InfAP value
at the final system output in order to select the ones that were
submitted to TRECVID 2009. According to this idea, we
have selected the four runs which showed the best perfor-
mance, as well as those whose results allowed us to decide
which system elements were more appropriate.

Additionally, we wanted to check the isolated perfor-
mance of individual learners that use only local features.
For this purpose, our submissions have also served to es-
tablish a comparison between generative and discriminative
approaches to the bag-of-wordsmodel. It is worth noting that,
as observed from the experiments, the bag-of-words model
provides the best results when comparing outputs from the
basic learners (those learners that take as input only one low
level feature). Thus, we have laid special emphasis on the
study of this classification technique.

The remainder of this paper is organized as follows: The
next section presents the Low Level Features that have been
extracted from the video data. In Section 3, we describe in de-
tail the different configurations of our system and the prelim-
inary performance analysis carried out to select the submitted
runs. Next, experimental results are analyzed in Section 4.
Finally, Section 5 summarizes the conclusions.

2. LOW LEVEL FEATURE EXTRACTION

2.1. Using Mutual Information to optimize low-level de-
scriptors

Most of the audiovisual low-level features use some parame-
ters that may be adjusted to produce optimal results in terms
of detection performance. Hence, a main objective to accom-
plish before training the high-level classifiers, was to set-up
the low-levels descriptors with the optimal configuration.

The mutual information (MI) has been used to measure
the relevance of each potential input feature Xk to the clas-
sification decision Y (shot label). The mutual information I
can be defined as follows:

I(Xk, Y ) = D [ρ(xk, y)||ρ(xk)ρ(y)] (1)

where D is the Kullback-Leibler divergence or relative en-
tropy between the joint distribution and the product of the
marginal distributions of random variablesXk and Y . Equa-
tion (1) can be rewritten as follows:

I(Xk, Y ) = H(Y ) − H(Y |Xk) (2)

where H(Y ) is the marginal entropy and H(Y |Xk) is the
conditional entropy of Y after Xk is known. Intuitively, the
mutual information measures the amount of uncertainty in Y
which is removed by knowingXk. Obviously, when Xk and
Y are totally independent the value of mutual information is
zero. In our implementation, a Mutual Information estimator
that finds the least dependent components under a linear trans-
formation has been used. The interested reader is referred to
[5] for a complete description of the method.

The adjustment process is as follows: for each of the high-
level concepts in TRECVID 2008, a training set including
both positive (keyframes belonging to shots that contain the
concept) and negative images was used to obtain individual
MI values. Then, theMI values for each concept were linearly
averaged to allow for comparisons between different config-
urations. Next, we provide the list of low-level features that
were involved in the study, as well as the main results ob-
tained from the MI estimator:

• MPEG-7 Color Structure (CS): described in [6]. This
feature uses a color quantization that accepts dif-
ferent number of bins nb. In our study, the array
nb = {16, 32, 64, 128, 256} was tested, obtaining the
best result for nbopt = 32.

• MPEG-7 Dominant Color (DC): described in [6]. This
descriptor allows for the adjustment of two param-
eters: (a) the color space sc={RGB, YCbCr, HSV,
HMMD, Linear transformation, Monochrome}, and
(b) the number of bins used in the color quantization
nb = {8, 16, 32, 64, 128}. The pair that achieved the
best results in our experiments was {sc, nb}opt =
{HMMD, 32}.

• MPEG-7 Scalable Color (SC): described in [6]. In this
case, two parameters were modified, namely (a) the
number of coefficients used to represent the histogram
nc = {16, 32, 64, 128, 256} and, (b) the number of dis-
carded bitplanes db = {0, 8}. The best pair was found
to be {nc, db}opt = {32, 0}.

• MPEG-7 Homogeneous Texture (HT): described in [6].
This descriptor accepts two configurations ly={Base
layer, Full layer}, that are related to the number of



coefficients used in its computation. From our exper-
iments the Full Layer was selected as the final configu-
ration.

• MPEG-7 Texture Browsing (TB): described in [6].
Again, this descriptor can work at two different lay-
ers ly={Base layer, Full layer}, but in this case, the
Base Layer was found to be the optimal one.

• Color Correlogram (CC): proposed in [7], it extends
the histogram by incorporating information about
the spatial distribution of pixels. Consequently, this
feature is computed at several scales. Two param-
eters were evaluated: (a) the number of bins in the
color quantization nb = {8, 64}, and (b) the num-
ber of scales at which the correlogram is computed
ns = {1, 2, 3, 4}. The pair that showed the best perfor-
mance was {nb, ns}opt = {8, 3}.

• Color Auto-Correlogram (AC): the Auto-correlogram
is a particularization of the correlogram that computes
spatial distributions of pairs of pixels with the same
color. Hence, the descriptor parametrization remains
the same as for the Color Correlogram, and the best
pair in this case is {nb, ns}opt = {8, 2}.

• Gray Level Co-ocurrence Matrix (GLCM): proposed
in [8], the GLCM captures the spatial relations that
give place to textures at several scales and orientations.
Due to the complexity and length of the GLCM, sev-
eral measures have been suggested in [8] to represent
the matrix in a compact form. In particular, our im-
plementation uses the computed variance at each scale
and orientation in order to index the texture informa-
tion. This descriptor employs a gray-level quantization,
thus using a parameter related to the number of bins
nb = {8, 32, 64, 128, 256}. After the experiments, the
best value was found to be nbopt = 64.

• Gabor Wavelet (GW): In this descriptor a bank of Ga-
bor filters with various scales sc = {2, 4, 6} and ori-
entations or = {2, 4, 6} is created using the Wavelet
transform. Following the implementation given in [9],
the output of each filter is employed to compute two
measures, the mean and the variance, that are then used
for indexing. The pair that turned to be the optimal one
was {sc, or}opt = {4, 4}.

2.2. Low-level features

High level feature extraction task relies on low-level features
that are generated from the audiovisual content. In our sys-
tem, low-level descriptors have been computed at different
levels or granularities, namely (a) Keyframe Level features,
that describe image content on each keyframe, (b) Regular

Grid features, which apply some kind of spatial regionaliza-
tion by dividing the image into a regular grid, and (c) Local
features that detect and describe specially discriminant areas
in the images. Next, we provide a brief description of them:

Keyframe level features: Each keyframe extracted from
the video content is described by means of several image
descriptors. In particular, all the descriptors involved in the
MI study (Section 2.1), as well as the MPEG-7 Color Lay-
out (CL) and Edge Histogram (EH) descriptors have been
included in our system.

Regular grid features: Each keyframe has been divided
using a regular grid of type 4x3. Each cell has been annotated
using two compact descriptors: Color Moments (CM) (up to
3rd-order) in HSV color space, and Gabor Wavelets (GW)
with two scales and four orientations.

Local features (bag-of-words): Using two affine covari-
ant region detectors, Hessian Affine Detector and Maximally
Stable Extremal Regions Detector (MSER) described in [10],
a set of elliptical regions is extracted for each keyframe.
Then, each region (also known as keypoint) is described
using a 134-dimensional descriptor that concatenates a 128-
dimensional SIFT descriptor [11] and a 6-dimensional color
descriptor (means and variances in CIELab color space).

Once the SIFT-based features have been extracted, a Bag-
of-words model is built which generates a codebook of vi-
sual words. A simple clustering technique like K-means has
been used to compute those codewords that seem to consis-
tently appear in the video corpus. Then, each image is vector-
quantized so that each region descriptor is assigned to its clos-
est codeword and a normalized histogram of words is com-
puted. This model allows the system to work with fixed-
length input vectors of size N (N = 1000 in our implemen-
tation), which corresponds to the size of the vocabulary.

2.3. Mid-level features

The system also incorporates a mid-level feature which is
specifically suited for the Female-human-face-closeup cate-
gory. The mid-level feature makes use of the face detector in-
cluded in OpenCV [12] so that the layouts that contain faces
are firstly marked. Then, the same procedure as in the lo-
cal feature extraction is followed but, now, only the descrip-
tors belonging to marked layouts are processed. The objec-
tive of this approach is to generate a highly discriminant bag-
of-words model for this category, since it directly works on
boxes associated to faces and thus generates a specific vocab-
ulary for them.
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(b)

Fig. 1. General system architecture when Keyframe features
are employed in a late fusion scheme (Subfigure (a)) and in
an early fusion scheme (Subfigure (b)).

3. HIGH LEVEL FEATURE EXTRACTION

In this section we are going to describe how the different runs
have been created. As we have already explained, we have
considered, as our starting point, a modular system architec-
ture made up of four processing steps: (1) a low level feature
extraction layer, (2) a set of supervised learning machines, (3)
a learner outputs selection step and (4) a final fusion stage.
Hence, in the following subsections, we will firstly describe
which elements have been studied as potential components
in the system and which system configurations have been se-
lected as the runs submitted to TRECVID. Secondly, a com-
prehensive study of the bag-of-words model will be detailed,
including a comparison between discriminative and genera-
tive approaches. As mentioned before, two of the runs were
reserved for this study, mainly due to the high performance
achieved by the bag-of-words features in several computer vi-
sion tasks.

3.1. Early/late fusion of keyframe low-level features

Once all the low level features have been extracted from the
video data (as it has been described in Section 2), they are em-
ployed to train a classifier which solves, for each category, the
desired classification problem. Regular grid features, Local
features and the Mid-level features (if Female-human-face-
closeup category is considered) are directly used as inputs of
the classifiers; however, keyframe features have been grouped
according to two different architectures (see Figure 3.1):

• Late fusion: each feature becomes an input of a differ-
ent base learner.

• Early fusion: the keyframe level features have been
merged into two new groups:

– Color Early Fusion: which includes all keyframe
level features which are related to color.

– Texture Early Fusion: which includes all keyframe
level features related to texture.

3.2. Classification technologies

Most TRECVID participants consider standard SVMs as their
preferred classification technology, mainly due to their good
generalization capability in the absence of large training cor-
pus (in the TRECVID case, the number of positive samples
is not very large). However, this year we wanted to check
whether other classification technologies can provide similar
o better performance. For this purpose, we have considered
three alternatives for the base learners in our system:

• Standard SVM: this first classifier consists in a C-SVM
[1] trained with the LIBSVM toolbox [13]. Due to the
fact that the training data set has few positive instances
in comparison to the negative ones, different weights
have been assigned to the positive and negative classes
to alleviate this problem.

• A modified ranking SVM: due to the fact that our fi-
nal accuracy parameter is the InfAP, we must rank the
video data so that all relevant videos are placed in the
first ranking positions. For this purpose, it can be more
adequate to employ a ranking SVM [14] instead of
a classical C-SVM. Ranking SVM modifies the con-
straints of the classical SVM to force the outputs to
follow a predefined rank. For instance, in document
or video retrieval applications, it is convenient to em-
ploy a modified ranking SVM [2] which can force
relevant data outputs to be larger than the outputs of
non-relevant instances. Let us denote the subset of
N+ relevant data as {x+i }N+

i=1 and the subset of N−

irrelevant data as {x−j }N−
j=1. Then, the modified ranking

SVM enforces:

f
(
x+i

)
> f

(
x−j

)
i = 1, . . . , N+, j = 1, . . . , N− (3)



This modified ranking SVM not only seems more ap-
propriate to maximize the AP parameter, but it also al-
leviates the problem of the unbalanced number of pos-
itive/negative samples in each class.

• A KOPLS approach: KOPLS is a kernel multivariate
analysis technique for feature extraction which finds
optimal projections of the input data in the feature
space. KOPLS extracted features are optimal in the
sense that they minimize the quadratic error when used
to reconstruct the labeled data. In the proposed sys-
tem, we use the compact approximation to KOPLS
presented in [3], followed by a simple least squares
classifier.

3.3. Performance measures for validation

Another aspect to be taken into account is the performance
measure that serves to adjust the free parameters of the above
learners by means of a validation procedure. TRECVID re-
sults are measured in terms of InfAP, therefore, it seems rea-
sonable to use the AP as the validation criterion. However,
due to the high influence of the first ranked documents in the
final value, using the AP may not be robust enough. Includ-
ing the AP, we have considered three different performance
measures:

• Average precision: Due to fact that validation data are
labeled, we can directly obtain the average precision
(AP) [15] value rather than the infAP. Considering the
sorted list of videos returned by the system, the AP is
the average of the precisions computed after truncating
the list after each of the relevant videos:

AP =
∑

r∈R # relevant videos in the first r elements/r

# relevant videos
(4)

whereR is a index set with the positions of the relevant
videos.

• “Balanced” classification error: This parameter is
computed by averaging the classification error over the
positive instances (CE+) and over the negative ones
(CE−), i.e.,

Balanced CE =
1
2

(
CE+ + CE−)

(5)

This approach tries to compensate the unbalanced dis-
tribution of data (positive/negative samples) in each
class.

• F-score: The F-score [4] is often used in the field of
information retrieval for measuring search, document
classification, and query classification performance. It
can be calculated as the harmonic mean of precision
and recall:

F-score = 2 · precision · recall
precision+ recall

(6)

where the precision is the number of correct returned
results divided by the total number of returned results
(i.e., the total number of documents classified as posi-
tive), and the recall is the number of correct returned
results divided by the total number of positive sam-
ples. Then, the F-score parameter reaches its maximum
value at 1 and provides the worst score at 0.

3.4. Classifier output selection

After all base learners have been trained, their outputs have to
be combined to obtain the final output of the global scheme.
However, we have observed that some of the learner out-
puts show a very poor performance; therefore, removing these
learners from the combination can be very useful, thus en-
hancing the overall system performance. For this purpose, we
have tested some of the feature selection methods found in the
literature [16]. However, these approaches usually selected
the SIFT features as the unique relevant features. To obtain
a richer representation, we have preferred to use a wrapping
method and apply an exhaustive search to find the best sub-
set of classifier outputs. Note that this method is not efficient
in computational terms but, since just early fusion features
are considered, the number of subsets to be evaluated is 32,
which is computationally feasible1.

3.5. Fusion stage

Finally, the (selected) classifier outputs have been linearly
combined in order to obtain the global system output. To
carry out this combination, we have considered the two kind
of SVMs that have been mentioned before: a classical SVM
that maximizes the classification accuracy, and a ranking
SVM that enforces that the outputs for relevant data are larger
than the values for the irrelevant ones. Unlike the validation
process for the base learners, here we just consider the AP
to adjust the free parameters of the combination, since this is
the ultimate performance measure we want to optimize.

3.6. Selection of the submitted runs

Combining all the previous alternatives in our system, we
have built a great variety of possible runs. In Table 1, we show
a selection of the most relevant system configurations, indi-
cating which elements make up the system, as well as their
final validation AP value (averaged over the 20 categories).
The configurations that have been submitted for evaluations
are pointed out in boldface and their run number is included
in the first column.

As a first conclusion, we see that very similar APs are ob-
tained in all cases, which indicates that there are not very sig-
nificant differences among the studied combinations. How-
ever, we can extract some preliminary conclusions:

1This is the reason why the feature selection stage has only been included
in the scheme with early fusion (see Fig. 1(b)).



Table 1. Validation AP values of the most relevant system configurations.
# RUN # conf. Keyframe Features Base learners Validation method F.E. Fusion method AP value

1 Late SVM AP No SVM 0.1202
2 Early SVM AP No SVM 0.1343

1 3 Early SVM AP Yes SVM 0.1545
4 Early KOPLS AP No SVM 0.1357

2 5 Early KOPLS AP Yes SVM 0.1494
6 Early SVMrank AP No SVM 0.0955
7 Early SVMrank AP Yes SVM 0.1362
8 Early SVM Balanced CE No SVM 0.1235
9 Early SVM Balanced CE Yes SVM 0.1439
10 Early SVM F score No SVM 0.1463

4 11 Early SVM F score Yes SVM 0.1596
12 Late SVM AP No SVMrank 0.1266
13 Early SVM AP No SVMrank 0.1395
14 Early SVM AP Yes SVMrank 0.1534
15 Early KOPLS AP No SVMrank 0.0602
16 Early KOPLS AP Yes SVMrank 0.1278
17 Early SVMrank AP No SVMrank 0.1197
18 Early SVMrank AP Yes SVMrank 0.1357
19 Early SVM Balanced CE No SVMrank 0.0382
20 Early SVM Balanced CE Yes SVMrank 0.1064
21 Early SVM F score No SVMrank 0.1450

3 22 Early SVM F score Yes SVMrank 0.1591

• The early fusion architecture shows better performance
than the late fusion scheme (compare configurations 1
versus 2 and 12 versus 13). This result suggests that
combining some subsets of low level features can help
to exploit the relations between these features, thus
improving the final system performance. Besides, the
early fusion scheme has an additional computational
advantage, since it reduces the number of learners in
the subsequent phases.

• Removing the useless classifier outputs (i.e., applying
the feature selection process) systematically improves
system performance, what was to be expected due to
the fact that an exhaustive wrapping search has been
applied.

• Using a classical SVM as the base classification ma-
chine is the best option in most cases (compare config-
urations 3 versus 5 and 7, or 14 versus 16 and 18); how-
ever, in the special case of the linear combination of the
base classifier outputs, the modified ranking SVM out-
performs the classical SVM in some cases (see config-
urations 1 and 2 versus 12 and 13).

• The performance measure that is used in the validation
of base learners also influences system performance,
being the F-score and the balanced CE the ones that
achieve the best and worst results, respectively.

To corroborate the above conclusions, we have selected
the following four runs that were submitted for evaluation to
TRECVID:

• RUN 1 (“A UC3M 2 1”): this is our baseline, which
is characterized by including early fusion keyframe
features, considering a set of classical SVMs validated
with the AP parameter as classification learners, apply-
ing a feature selection process to remove the useless
learner outputs, and employing a linear SVM to fuse
the selected learner outputs.

• RUN 2 (“A UC3M 4 2”): this run has the same config-
uration as RUN 1, but KOPLS technology is used as the
classification technology instead of a classical SVM.

• RUN 4 (“A UC3M 15 4”): this run also has the same
configuration as the baseline, but now the F score as the
validation criterion to adjust the SVM free parameters.

• RUN 3 (“A UC3M 35 3”): this run employs the same
configuration as RUN 4, but the fused output is gener-
ated as a linear combination carried out with a ranking
SVM.



Fig. 2. Supervised Generative Model. Shaded circles repre-
sent observations from the images while white circles indicate
hidden variables that need to be inferred.

3.7. Bag-of-words model: discriminative vs generative
approaches

Additionally, this year we wanted, to compare discriminative
and generative approaches to the bag-of-words model. Since
this model have shown great performance in several computer
vision tasks, such as object detection and image classification,
it is worth making special emphasis on its study. Hence, the
last two submitted runs are associated to this kind of models,
namely:

• RUN5 (“A UC3M 50 5”): this run tests the perfor-
mance of a generative bag-of-words approach that
models the spatial distribution of visual words along
the visual documents.

• RUN6 (“A UC3M 51 6”): this run is associated to a ba-
sic discriminative bag-of-wordsmodel that uses a SVM
over the histograms of visual words.

Generative Model for concept detection

This approach tries to extend the well-known bag-of-words
techniques in order to model the spatial distribution of visual
words along a document. Bag-of-words models have shown
great performance in several computer vision tasks, such as
image classification or topic discovery. However, they do not
take into account the spatial distribution of visual words in an
image, thus, showing a strong limitation in their performance.
Good examples of basic bag-of-words models can be found
in the literature, such as the discriminative approaches in [17]
and [18], and the well-known generative modelsProbabilistic
Latent Semantic Analysis (PLSA) [19] and Latent Dirichlet
Allocation (LDA) [20].

Since in the aforementioned models there are no con-
straints on the spatial position of the words (associated to
keypoints in images), the distribution of topics along the

visual words is often inaccurate. Consequently, the localiza-
tion of specific topics in images is weak, thus unrealistically
modelling semantic concepts.

This approach builds upon those works and proposes a
generative model that considers a document as a set of inter-
related regions that interact according to the image geomet-
ric layout. The objective of the model is to integrate local
descriptors that have been found to be highly discriminative
with global segmentations that depict the spatial structure of
the documents. This implies the use of a prior segmentation
step which, in our case, employs a simple and fast algorithm
that is particularly configured to produce about 30-60 regions
(oversegmentation). This configuration ensures that most of
the regions do not contain pixels associated to more than one
semantic object. Particularly, a Recursive Shortest Spanning
Tree (RSST) [21], is employed to generate color-based seg-
mentations for each of the images.

In Fig. 2, each document d is viewed as a mixture of la-
tent topics z that model the occurrences of local visual words
w at a predefined set of spatial locations s. Visual words w
describe the local appearance of a local patch (texture and
color) while the spatial location s basically denote which of
theR regions a local patch belongs to. The spatial positions s
are document-dependent and also generated by a term α that
provides interactions between regions. This approach allows
one region to influence each others so topics spread along
an image, thus producing more coherent classifications. In
TRECVID 2009, the supervised version of the algorithm is
employed so that an image label LIMG generates a Dirich-
let prior distribution (with parameter β) over the probabilities
of topics given the document. A complete description of the
generative model as well as the detailed formulation can be
found in [22].

The generative model is used to compute a vector with the
topic probabilities given a document. Then, this vector feeds
a SVM that produces the final output of the detector.

4. PERFORMANCE EVALUATION

In this section we evaluate the performance of all six runs in
terms of InfAP. To start with, Figure 4 illustrates the achieved
InfAP averaged over the 20 high-level concepts. The best re-
sult, median and the 25% and 75% percentiles are also shown
in the figure as a reference for comparison. Our submitted
runs have achieved average InfAP values from 0.05 (run 6) to
0.091 (run 3), what places our designs in the second quartile
of all TRECVID 2009 submitted runs.

As it was expected, runs generated with the general sys-
tem architecture present better performance than runs 5 and
6, which only used bag-of-words models. However, the dif-
ferences between run 6 and runs 1, 2, 3 and 4 are not very
significant, what demonstrates that the main contribution to
the good system performance is provided by the discrimina-
tive bag-of-words model.



Fig. 3. Average InfAP of all our submitted runs. Results are
shown in comparison with the best performing run, median,
and 25% and 75% percentiles.

We cannot appreciate important differences among runs 1
to 4. When we analyze the results obtained in the different
classes (see Figure 4), we observe that runs 1, 2, 3 and 4 ob-
tain the best performances in 8, 5, 4 and 3 of the target classes,
respectively. Furthermore, in categories such as Classroom,
Intersection, Doorway, Eating, Hand or Female, some of our
runs were above the 25% percentile. On the contrary, runs 5
and 6 which are just based on bag-of-words features, never
got values over the 25% percentile.

Regarding the comparison between the bag-of-words
models, it is noteworthy that the discriminative approach
achieves better average performance than the generative one,
a result that is consistent along most of the categories (see
Fig. 4(b)). The rationale behind is that the generative model
assumes independence between visual words: although it
models the spatial distribution of words along a document,
the probabilities of the visual words given the topics are fully
factorized, what does not happen in the discriminative ap-
proach. In the latter case, the histograms can be considered
as probability distributions, thus capturing inter-relations be-
tween words. However, since the complexity of the generative
model is linear with the size of visual codebook, this model
provides a dimensionality reduction of the inputs (from 1000
visual words to a maximum of 20 topics in our tests).

5. CONCLUSIONS

In this document we have presented the architecture of our
system for high-level feature extraction, describing the in-
volved modules and indicating which of them have been im-
plemented so far. Experiments this year have been focused
on analyzing different system configurations and comparing
discriminative and generative approaches to the bag-of-words
model.

Following the first line, we have submitted 4 runs, achiev-
ing in all cases performances close to TRECVID 25% per-
centile. To compare bag-of-words models we have submitted

two additional runs, which achieved performances between
the median and 25% percentile of all submitted runs.

The obtained results have pointed out the importance of
including local features and the bag-of-words model in the
global design. Hence, one of the main research lines for fu-
ture participations in TRECVID will consist in experimenting
with different parameters in the bag-of-words model (type of
region detectors, visual descriptors), as well as testing dif-
ferent extensions (by means of advanced discriminative and
generative models).

The classification technologies, validation parameters,
and fusion schemes, play also an important role; however, us-
ing classical SVMs that are validated with the AP parameter,
and fusing their outputs with a linear SVM not only provided
a simple system configuration but also an accurate solution.
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Fig. 4. InfAP per class of all submitted runs. TRECVIDs 25th percentile and median are also included as a reference for
comparison.


